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Optimized Chemical Vapor Deposition 
of Borophosphosilicate Glass Films 

Werner Kern and W. A. Kurylo 
RCA Laboratories, Princeton, NJ 08540 

C. J. Tino 
RCA Aerospace and Defense Div., Somerville, NJ 08876 

Abstract-The atmospheric -pressure chemical vapor deposition (APCVD) 

of borophosphosilicate glasses (BPSG) has been optimized for 

more efficient utilization of the reactants, which results in glass 

films with much fewer particle contaminants than could pre- 

viously be obtained. These improvements have been achieved 

by lowering the deposition temperature and by increasing the 

oxygen/hydride ratio to minimize the particle -generating ho- 

mogeneous gas phase nucleation and to maximize the heter- 

ogeneous CVD reaction that forms the desired glass films. Both 

laboratory -type and large-scale production reactors were used. 

The properties of BPSG films that are important in fusion - 
tapering applications of integrated circuits are not changed by 

the optimized CVD process. 
New results concerning several additional aspects of BPSG 

technology are discussed and illustrated, including glass sta- 

bility during processing, fusion in various ambients, and the 

application of isothermal rapid heating techniques for glass 

flow. In addition, a complete collection of references' -75 on 

BPSG from 1955 through June 1985 is presented. 

1. Introduction 

The use of borophosphosilicate glass (BPSG) films in integrated cir- 
cuit technology has found industrywide and very rapid acceptance 

in the last few years. The reason for this favorable acceptance is 

that thermal flow of BPSG glass films can be performed at reduced 

temperatures compared to conventional glass films. Lowest possible 

temperature during processing is desirable for any type of semicon- 

ductor device, but is essential for VLSI and VHSIC silicon inte- 
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grated circuits to minimize vertical and lateral diffusion of dopants 
and impurities from and into the shallow junction regions and to 
minimize the interdiffused junction width. It is also of critical im- 
portance for highly heat -sensitive radiation -hardened devices. 
When BPSG is used, realistic and practicable temperatures for the 
entire process do not exceed 900 to 950°C, a reduction of as much 
as 300°C compared to temperatures required when conventional 
phosphosilicate glass (PSG) is used. 

Temperatures required for flow -tapering PSG containing the 
frequently used concentration range of 6 to 8 wt% P is 1050 
to 1100°C. The addition of boric oxide (B2O3) to PSG by introduction 
of a suitable boron -containing reactant into the gas stream during 
chemical vapor deposition (CVD) yields films whose fusion temper- 
atures are significantly lower (as low as 800°C) than those of PSG. 
The resulting BPSG glass films have several additional advantages 
over PSG that render them ideal not only for the fusion tapering of 
steps in the substrate, but also as interconductor insulator material 
for silicon -gate MOS integrated circuit applications and for over - 
metal passivation coatings. 

This paper reports the results of research done at our laboratories 
to optimize the conditions of atmospheric -pressure CVD of BPSG 
films. Optimized conditions mean more efficient utilization of the 
hydride reactants, which translates into improved economy due to 
an increase of the reactant conversion yield to glass films or a cor- 
responding increase in film deposition rate. At the same time, the 
particle density is decreased by minimizing the homogeneous reac- 
tion and maximizing the desirable heterogeneous reaction mecha- 
nism of the hydride oxidation. The interaction effects of diborane 
and phosphine under the new CVD conditions have also been 
studied and are shown to be considerably different from those ob- 
served under the conditions previously used. 

Additional aspects of BPSG films that are discussed include sta- 
bility in aqueous cleaning solutions used in processing, possible 
compositional changes during heat treatments, and the use of rapid 
high -intensity lamp heating for the fusion flow of BPSG. 

The scientific and technical literature on BPSG has grown con- 
siderably in the last three years, and we are taking this opportunity 
to present a very complete (1955 up to June 1985) chronologically 
arranged collection of references.1-75 These references, including 
U.S. and foreign patents, deal with many different aspects of BPSG, 
either as a primary topic or in the context of a related subject. 
References to both bulk glasses and films of BPSG have been in- 
cluded. 
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For a general review of the state-of-the-art of BPSG technology 
and its applications, the reader is referred to Ref. [641. Two funda- 
mental papers on the subject are those by Ramiller and Yau13 and 
Kern and Schnable.14 

2. Maximizing the Reaction Yield of Hydride 
to Glass Films 

Atmospheric -pressure CVD of BPSG films from diborane, phos- 
phine, silane, and oxygen at temperatures in the range of 410 to 

440°C has been quite satisfactory for most production applications 
in the fabrication of integrated circuits. Thus, by using a contin- 
uous -production reactor under factory operating conditions, we have 
attained, for 800-nm-thick BPSG films, a thickness uniformity of 

± 1.5% over 100 -mm wafers and ± 4.2% from wafer to wafer. 
APCVD has the advantage that relatively high deposition rates 
(100 to 160 nm/min) can be easily obtained and that the process is 

fairly simple and readily controllable. Also, established and well - 

performing production reactors of various types and makes are 
available at relatively low cost.'34 The lack of conformal coverage, 
which is typical for any APCVD process, is no disadvantage for flow - 

tapering application where the glass is fused and reshaped in sub- 
sequent processing. 

The cooxidation of the nitrogen -diluted hydride mixture by the 
conventional CVD process at 430°C for BPSG ís conducted with an 

oxygen -to -hydride ratio of 20:1,13,14 the ratio normally used for the 
deposition of SiO2 and PSG films at this temperature.6,12,76 It has 
been well established that the deposition rates of SiO2 and PSG 

films increase with temperature, but that the 02/hydride ratio must 
be adjusted to the temperature of deposition to attain the maximal 
rate of film growth and the best dielectric qualities. For example, 
PSG films deposited from 5 vol% PH3-95 vol% SiH4 at 350°C re- 

quire an 02/hydride ratio of 10:1, whereas at 450°C a ratio of 20:1 

is needed. The deposition rate increases by a factor of 1.6 when the 
temperature is increased from 350 to 450°C.76 

We found that BPSG deposition does not follow the same char- 
acteristics. Model experiments were done with polished silicon 
wafers in an RCA rotary hot -plate bell jar reactor77 as in earlier 
development work.14 Fig. 1 shows the rate of film deposition for 

BPSG type A14 (flowing at 900-925°C in steam) as a function of 

reactor -plate temperature for different 02/hydride ratios. The same 

For example, Systems by Applied Materials, Inc.; Pacific -Western Systems, Inc.; 
Tempress (Unit of General Signal); or Watkins -Johnson Co. 
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Fig. 1-BPSG type A deposition rate in the RCA rotary APCVD reactor as 
a function of plate temperature for various oxygen/hydride ratios. 

data are plotted in Fig. 2 as temperature versus 02/hydride ratio 
for the various deposition temperatures. Lowering the temperature 
from the conventional 430°C leads to substantially higher deposi- 
tion rates that peak in the range of 360 to 380°C, depending on the 
02/hydride ratio, except for ratios of 10:1 and 20:1 for which the 
deposition rate continues to increase with lower temperature to at 
least 330°C. The largest increase is observed for the 10:1 and 20:1 
ratios, the latter peaking at 380°C where the deposition rate cor- 
responds to a 64% increase from that at 430°C. A ratio of 30:1 gives 
a rate increase of 43% for the same temperature interval. At the 
high -temperature portion (415 to 430°C), an increase in the O2/hy- 
dride ratio increases the film deposition rate; below 415°C an in- 
crease in this ratio depresses the deposition rate. 

The purpose of the above experiment was to test for large differ- 
ences and to bracket the peak deposition rate in ranges of 20°C. 
Exact parameters were established by use of a large-scale CVD 
reactor, an AMS-2100 continuous in -line production system (Ap- 
plied Materials, Inc.). This system features a large -area gas disper- 
sion plate beneath which the substrate wafers pass on heated In- 
conel metal trays.78 Even though the gas flow rates, geometry, de- 
sign, and functioning of the large-scale reactor are entirely different 
from the small-scale rotary hot plate unit, both yield surprisingly 
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similar results, at given temperatures, in terms of gas flow ratios 
and BPSG composition.14 

The deposition temperatures stated throughout this paper refer 

to the temperature of the reactor plate on which the silicon wafers 

were placed during CVD. The plate in the RCA rotary reactor77 is 

an aluminum alloy; that of the AMS-2100 continuous reactor is 

thermally oxidized Inconel® alloy.78 The temperatures were mea- 

sured after thermal equilibration of the CVD systems with ther- 
mocouples (pressed to the metal surface with glass fiberboard), with 

bimetallic surface thermometers, and with accurately calibrated 
spring -loaded thermocouple surface thermometers (Model 450-AKT 

Type K Digital Thermometer with 68101-K-SMP Surface Probe, 

Omega Engineering). The average values stated are believed to be 

correct to within ± 5°C of the true surface temperature. We have 

found that Inconel trays increase in temperature with extended use 
as wafer carriers (in a process that includes stripping of the depos- 

ited glass layers in diluted HF solution after each run) by as much 

as 50°C for reasons not entirely clear at this time. 
The temperatures of 76 -mm -diameter silicon wafers were mea- 

sured in the same manner as described above. It is important that 
both the wafer and the plate be planar and free of insulator buildup 

to ensure close thermal contact for good heat transfer. To correlate 
the wafer temperature with the plate temperature, measurements 
of the silicon wafer temperature were taken in one -minute intervals 
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until the readings no longer changed. The wafer was then removed 
and the plate temperature was measured immediately afterwards 
in the same fashion. The temperature and its uniformity over the 
wafer were also tested by use of a noncontact optical instrument 
that uses an InSb photovoltaic infrared detector (AGA Thermovi- 
sion® 782, AGA Infrared Systems, AB). The temperature scan is 
displayed on a color TV monitor screen. Thermal uniformity within 
5°C was observed as long as the wafers were not bowed, as this 
would prevent good thermal contact. All the results showed the 
wafer temperature on the RCA reactor plate to be 10 to 20°C lower 
than the plate temperature; on the AMS-2100 reactor plate the 
wafer temperature measured by Thermovision was 5 to 10°C lower, 
whereas the other techniques indicated a 15 to 30°C difference. 

Deposition tests were conducted in 10°C steps from 330 to 430°C 
after careful temperature equilibration of the reactor. Groups of 
twelve 75 -mm -diameter polished silicon wafers were used for each 
run, with 16 to 20 "dummy" wafers positioned in the front and also 
in the rear of the test group moving through the reactor. BPSG type 
B14 (flowing at 800-825°C in steam) was used. Interferometric 
thickness measurements were taken on five positions (one in the 
center and one position six mm from wafer edge in each quadrant). 
The readings on all 12 wafers were closely similar. They were 
averaged and then plotted in terms of film deposition rates versus 
temperature (Figs. 3 to 5). Each data point thus represents the av- 
erage of 60 thickness measurements. 

Fig. 3 shows the increase of the film deposition rate as the tem- 
perature is lowered from 430 to 380°C for a fixed O2/hydride ratio 
of 30:1. The increase in deposition rate for lowering the temperature 
from 430 to 380°C was 63%. No tests were made in this matrix at 
temperatures below 380°C; the shape of the graph indicates that 
not much additional rate increase, if any, is expected below that 
temperature. 

A second matrix of tests was run in the temperature range ex- 
tending from 400 to 330°C. An 02/hydride ratio of 40:1 was used 
(by increasing the 02 flow rate while keeping the hydride flow rate 
constant) because of evidence of decreased particle density (dis- 
cussed in the next section). The same deposition and measurement 
conditions were used as in the previous matrix (Fig. 3). The data 
are shown in Fig. 4. Peaks in deposition rate are evident at 340°C 
and at 370°C, the latter being the maximum. 

The data from both tests have been combined in Fig. 5 to facilitate 
direct comparison. The partial curve for the 30:1 ratio from 380 to 
430°C has a shape similar to that of the curve for the 40:1 ratio; 
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the deposition rates are higher, as expected from the results in Figs. 
1 and 2. A 53% increase in film deposition rate resulted when going 
from 430°C with a ratio of 30:1 to 370°C with a ratio of 40:1 which 
gives the maximum increase. 
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In general, the rate of BPSG film deposition increases signifi- 
cantly as the temperature is lowered by at least 50°C from the con- 
ventional 430°C. The increase is due in part to suppression of ho- 
mogeneous gas phase nucleation, so that more reactant gas is avail- 
able for glass -film formation by the heterogeneous reaction. Further 
lowering of the temperature tends to decrease the deposition rate, 
but the exact behavior depends on the 02/hydride ratio and the CVD 
conditions and reactor type. The deposition rate below 400°C be- 
comes depressed when the 02/hydride ratio increases from 20:1 to 
60:1. This oxidation -inhibiting effect occurs when a very large ex- 
cess of oxygen is present in the reactant gas mixture, analogous to 
the oxidation of silane in the formation of Si02 films.6 

3. Minimizing Particle Density 

The numerical density and size of particles on the surface and in 
the layers of device wafers are major concerns in VLSI applications. 
These particles must be eliminated (down to less than the 0.3-µm 
size) or at least reduced to acceptable levels. Lowering the temper- 
ature of BPSG film deposition to the range of 340 to 370°C sub- 
stantially reduces particle formation in the gas phase and the sub- 
sequent deposition on the reactor wall areas and on the critical 
wafer surface. The explanation is the same as for increased depo- 
sition rate at lower temperatures: there is a shift from the homo- 
geneous reaction, which uses up reactant gas and nucleates parti- 
cles, towards the heterogeneous reaction, which forms the desired 
glass film on the substrate surface. 
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Fig. 6 shows the average particle density per 76 -mm -diameter 
wafer for BPSG type B deposited at a ratio of 40:1 as a function of 

temperature of deposition in a continuous APCVD reactor (AMS- 
2100). Each data point is the average of twelve 76 -mm wafers. A 

Hamamatsu particle counter (Model C1515) used for the measure- 
ments was operated in the haze mode. Particles were measurable 
down to 0.3 -p.m size, and about 80% of all particles were in the 
range of 0.3 to 0.5 µm. The particle density decreased by 70% as 
the temperature was lowered from 430 to 370°C, then slowly de- 

creased another 5% (total of 75%) down to 330°C. 
Dornfest recently reported measurements based on laser light 

scattering from particle byproducts of the hydride gas phase reac- 
tion to form BPSG.54 A laser beam was directed into the process 
chamber of an AMS-2100 reactor while film deposition was in prog- 
ress, and light scattering was monitored with a photomultiplier 
tube. The data showed a decrease of the particle -forming gas phase 
or homogeneous reaction with decreasing temperature, accompa- 
nied by an increase of the film deposition rate. A plot of light in- 

tensity versus 1/K gave two linear curves typical for CVD reactions. 
The curves intersect at 350°C; the higher -temperature curve 
(350-420°C) represents the mass transport limiting regime, while 
the much more steeply sloped lower -temperature curve (approxi- 
mately 260-350°C) is characteristic of the region limited by the 
surface reaction rate. These results corroborate our findings very 
well, even though an indirect method of detection of wafer contam- 
ination by particles was employed. 
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Fig. 6-Particle density per 76 -mm wafer for BPSG type B as a function 
of plate temperature for deposition conditions as noted in 
Fig. 4. 
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We have found, furthermore, that an additional reduction of the 
particle density can be achieved by increasing the 02/hydride ratio 
from the previous 20:1 to the range of 40:1 to 60:1. Fig. 7 shows the 
total number of particles down to 0.3 -rim size per 76 -mm wafer for 
BPSG type B deposited in the continuous -production reactor. Each 
bar represents the average of 48 wafers measured as described for 
Fig. 6. A substantial reduction of the particle density results as the 
02/hydride ratio is lowered, even at 430°C, the least desirable tem- 
perature condition in the test range. Combining a high 02/hydrogen 
ratio with the lower temperature of 370°C is obviously the preferred 
CVD condition, as it yields maximal reactant conversion to glass 
and formation of a minimal number of particles. 

Typical particle densities measured with the Hamamatsu particle 
counter are in the range of 5 to 15 particles per 100 -mm wafer. Of 
these about 60% are in the size range of 0.3 to 0.5 µm, 15% between 
0.5 and 1 rim, and 25% above 1 rim. Good agreement was obtained 
by darkfield scanning under the microscope, but better and worse 
results than these have been recorded. Quantitative particle mea- 
surements are notoriously difficult to repeat from one day to the 
next with high accuracy, and one should mainly compare measure- 
ments taken within a given set of samples processed under identical 
base conditions. 

The optimal temperature and O2/hydride ratio for BPSG produc- 
tion in a continuous APCVD reactor are 370°C and 40:1. Higher 
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Fig. 7-Particle count per 76 -mm wafer for BPSG type B deposited at 
430°C in a continuous APCVD reactor as a function of oxygen/ 
hydride ratio. 
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ratios suppress the deposition rate significantly without substan- 
tially lowering the particle density. A lower temperature of depo- 
sition can be used, but again the improvements in particle reduction 
are marginal. A very low temperature, e.g., 300°C, would require a 
lowering of the O2/hydride ratio to the range of 10:1 to 20:1 to main- 
tain a good reactant -to -glass -film yield. Also, the density and di- 

electric qualities of the glass films would decrease, limiting their 
applicability to fusion flow tapering. 

The number of particles on the wafers is strongly related to the 
cleanliness of the deposition reactor and gas supply system. Optimal 
deposition conditions minimize the buildup of particulate matter on 
the reactor walls and gas distributor head by reducing the number 
of particles formed in the gas phase, but rigorous cleaning of the 
CVD system by specially developed techniques must be performed 
nevertheless to maintain consistently low particle counts on the 
wafers. 

Although very high rates of film deposition can be obtained by 
optimized APCVD, we found that the rate should not exceed 120 
nm/min to maintain low particle density and precise thickness con- 
trol. 

4. Film Composition as a Function of 
Optimized Deposition Parameters 

The boron content in BPSG films deposited over the entire range of 
330 to 430°C remains essentially constant, whereas the phosphorus 
concentration gradually increases with decreasing temperature by 
about 20%, similar to PSG deposited under comparable conditions.76 
Increasing the O2/hydride ratio from 20:1 to 40:1 has no marked 
effect on the glass composition. Typical results obtained on exam- 
ining these parameters are shown graphically in Figs. 8 to 11. 

The boron concentration in BPSG can be readily monitored by 
use of dispersive14 or Fourier-transform35 infrared absorption spec- 
troscopy. The absorbance ratio B-O/Si-O at maximum peak inten- 
sity is related to the boron concentration in the glass films, as shown 
previously.14 Fig. 8 depicts this ratio as a function of processing 
temperature for BPSG type A films deposited at two 02/hydride 
ratios in the RCA rotary reactor. The ratios of the as -deposited films 
vary considerably from each other and with temperature (for rea- 
sons other than composition). However, after a densification an- 
nealing treatment at 700°C (30 min, N2) all film samples have the 
same ratio, indicating an identical boron concentration regardless 
of the 02/hydride ratio or deposition temperature from 330 to 430°C. 
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Fig. 8-Infrared absorbance ratio (B-O/Si-O) as a function of processing 
temperature for BPSG type A deposited in the RCA rotary reactor 
at oxygen/hydride ratios of 20:1 and 60:1. After the films deposited 
at temperatures of 330 to 420°C, respectively, were annealed at 
700°C, the B-O/Si-O Vatios were nearly equal, indicating the same 
boron concentration. 

These techniques make it necessary to analyze the composition of 
BPSG after densification. 

Figs. 9 and 10 are plots of absorbance ratio versus temperature 
of film deposition in an AMS-2100 continuous CVD reactor. Dif- 
ferent O2/hydride ratios, temperature ranges, and BPSG composi- 
tions were used for the tests in the two figures to cover a range of 
conditions. The B-O/Si-O ratios in all samples after densification 
(700°C, 30 min, N2) were nearly level, indicating an essentially 
constant boron concentration for all conditions. 

The samples for Fig. 9 were tested by etch -rate measurement at 
25.0°C before and after densification (Fig. 11). Both buffered HF 
solution (BHF, 1 vol. HF 49%-6 vols. NH4F 40%) and unbuffered 
HF solution (P -etch, 2 vols. HF 49%-1 vol. HNO3 70%-60 vols. H2O) 
were used. Unbuffered HF is a particularly sensitive, although non- 
specific, etchant for BPSG composition tests because the etch rate 
increases with increases in both boron and phosphorus content. The 
etch rate of buffered HF decreases with increasing boron concen- 
tration in the glass.5,I3,I4,79 Again it can be seen that for both types 
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function of deposition temperature at an oxygen/hydride ratio of 
40:1. 

of etchants, the etch rates of the samples are nearly level after 
densification, indicating no marked changes in film composition. 

Phosphorus concentrations were measured by x-ray fluorescence 
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Fig. 10-Same as in Fig. 9, except for BPSG type BC14 deposited with an 
oxygen/hydride ratio of 30:1. 
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Fig. 11-Etch rates of BPSG samples from Fig. 9 at 25°C in two etchants. 
Nearly constant etch rates of the densified samples indicate an 
absence of marked changes in film composition. 

analysis. The concentrations increased gradually with decreasing 
temperature of film deposition to a maximal value of approximately 
20% for the lowest temperature (330°C), in agreement with results 
reported elsewhere.54 

Some preliminary results from only a few samples were obtained 
in attempts to determine the oxidation states of the phosphorus in 
BPSG. Samples deposited at 370°C (RCA rotary reactor) with a very 
high ratio of O2/hydride (60:1) were compared with samples depos- 
ited at 430°C with a 20:1 ratio. The results of wet -chemical micro- 
analysis are listed in Table 1. They indicate that 23 to 24% of the 
total P is present as P203 in the 370°C/60:1 samples, whereas only 
0 to 15% was detected in the 430°C/20:1 samples. No P203 was found 
after glass flow in a sample that originally had 0.3% P203. Clearly, 
more work is needed in this complex area60 to ascertain the exact 
glass composition and its implications. 

The concentration of boron and phosphorus through the thickness 
of the films is quite uniform. A typical profile obtained by secondary 
ion mass spectroscopy (SIMS) of a BPSG film deposited on silicon 
in a continuous CVD reactor (AMS-2100) is presented to demon- 
strate this uniformity (Fig. 12). 

Another consideration concerns the inhibiting or synergistic ef- 
fects of the hydrides on each other during cooxidation. We showed 
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Fig. 12-SIMS profile analysis indicates constancy of boron and phos- 
phorus concentrations through the film thickness. The BPSG 
was deposited in a continuous APCVD production reactor. 

previously14 that the rate of BPSG film formation differs from 
that expected on addition of the reactants needed to form the SiO2, 
PSG, borosilicate glass (BSG), and borophosphate glass (BPG). 
Their rates of deposition were obtained by omitting one of the three 
hydride reactants at a time, but under otherwise comparable CVD 
conditions. At 430°C, with an 02/hydride ratio of 20:1, SiO2 and 
PSG had 1.5 to 2.1 times higher deposition rates than BPSG types 
A and B; the deposition rate of BSG was about 0.9 times lower, and 
that of BPG 0.3 times. These results indicated a strong mutual 
inhibition of the hydrides during cooxidation, the inhibiting effects 
of B2H6 on SiO2 and PH3 being especially strong. 

Under the new, optimized CVD conditions at 370°C, with oxygen/ 
hydride ratios of 40:1 and 60:1, the effects were quite different. The 
deposition rates of BSG were 1.05 to 1.16 times higher than those 
of BPSG, whereas those of SiO2, PSG, and BPG were well below 0.3 
times as low. These results indicate a very strong enhancement of 
SiH4 and PH3 oxidation by B2H6 that has not been reported before. 
The low deposition rates for SiO2 and PSG films are readily pre- 
dictable from the low temperature and high oxygen/hydride ra- 
tios.6,14 While the deposition rate of PSG by itself under these con - 
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ditions is very low, the phosphorus concentration in the films is 

considerably higher (by some 40%) than that in the corresponding 
BPSG. This effect may be due to an oxidation enhancement by B2H6 

that is greater for SiH4 than for PH3. The surprising finding is that 
these widely varying CVD reactions produce a BPSG of essentially 
the same elemental composition. 

5. Stability of BPSG Films during Processing 

Tests were also performed to determine the stability of BPSG films 
on exposure to high -temperature annealing treatments or immer- 
sion in corrosive chemical solutions after densification or fusion. 

To test for possible loss of boron oxide or phosphorus oxides from 
the surface layers of BPSG during heat treatments, films of 800-nm 
thickness on silicon wafers were etched in P -etch at 25.0°C in 10 - 

sec periods followed by thickness measurements by ellipsometry. 
The data should result in a linear plot if no changes in film com- 

position occur.79'80 Samples of BPSG type B were densified at 740°C 

in nitrogen or steam for 20 min (essentially equivalent to 30 min 
at 700°C), or fused at 850°C under the same conditions. Precision 
etch measurements of the critical upper portion of the films are 
shown in Figs. 13 and 14. No evidence of compositional changes was 
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Fig. 13-Film thickness of BPSG type B densified at 740°C in steam or in 

nitrogen versus etch time in P -etch at 25.0°C. Linearity of curves 
indicates constant composition within film thickness. 
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Fig. 14-Same as in Fig. 13, but samples were fused at 850°C. 

found by this technique. In both cases, in densifying films, steam 
treatment was more effective than heating in nitrogen; this was as 
expected81 and was also evidenced by the decreased etch rate rep- 
resented by the slope of the curves (15.7% decrease with steam at 
740°C, 13.5% decrease at 850°C). 

More precise measurements were made with the same set of sam- 
ples by use of SIMS profiling. The effect of a mixture of 1 vol. H2O2 
30%-1 vol. H2SO4 98% at 120°C for 15 min followed by a rinse in 
deionized water at 23°C was also tested as an extreme example of 
a highly corrosive solution. The results are shown in Figs. 15 and 
16, where the concentrations of boron and phosphorus are plotted 
as a function of layer depth. It can be seen that no depletion near 
the surface has taken place in the case of the samples heated for 20 
min at 740°C in N2 [Fig. 15(a)], even after the subsequent treatment 
in H2O2-H2SO4 [Fig. 15(b)]. Densification at 740°C in steam showed 
up to 30% depletion of boron in the first 20-nm top layer [Fig. 15(c)]. 
The corresponding samples fused at 850°C [Figs. 16(a), (b), (c)] show 
some depletion of the phosphorus and boron in the top 30 nm of the 
layer. The largest decrease occurred in the boron concentration of 
the sample fused in steam ambient, decreasing from an average 
value of 6.0 x 1021 boron atoms per cm3 to 4.0 x 1021 at the surface. 
For practical application in flow processing, these relatively small 
changes have no serious effect. 
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BPSG FILMS 

It should be noted that the hydrogen concentration in these pro- 
files is expressed in arbitrary units; the concentration is only rel- 
ative, but it is comparable within the sample series. Before heating, 
the hydrogen concentration in the samples is uniform through the 
layer, as can be seen from the SIMS profile in Fig. 17, whereas after 
the heat treatment it decreases toward the silicon interface. (The 
decrease in the boron concentration near the surface is due to some 
boron loss during prolonged storage of the sample in room air.) The 
silicon traces are used for instrument calibration and should not be 
evaluated numerically. The sloping of the curves near the sil- 
icon-glass interface is due to electric charging effects, which are 
also reflected in the silicon curves. Sloping of the B and P concen- 
trations at and near the surface is due to true depletion. The true 
surface of the samples is at the point where the curves begin, which 
(due to a displacement in the recording instrument) is at about 0.01 
p.m on the SIMS plot. 

As -deposited BPSG films should never be exposed to corrosive or 
aqueous reagent solutions at elevated temperatures because boron 
oxide and phosphorus oxides would be leached out, similarly as in 
other vapor -deposited films of silicate glasses, such as PSG76. They 

O O. 2 0. , 0. B O. B 1. 0 1. 2 

DEPTH (micrometers) 

Fig. 17-SIMS profile of a BPSG film on silicon before heating (as -depos- 
ited at 430°C, 20:1 O2/hydride ratio), showing a relatively uniform 
hydrogen concentration. 
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should be stored in a dry ambient until they can be densified or 
flowed. 

An extreme example of a BPSG composition with a very high 
boron concentration was analyzed by SIMS profiling after the un- 
densified sample had been exposed to humid ambient air for several 
weeks. Prior to analysis, the microcrystals of metaboric acid that 
had segregated on the surface were removed by rinsing in ethanol. 
The profile in Fig. 18 indicates depletion of boron in the top 30nm 
of the film by nearly an order of magnitude. No depletion of phos- 
phorus occurred. 

6. Fusion Properties of BPSG 

We previously described14 flow and reflow parameters of BPSG films 
and demonstrated the substantial decrease in temperature that can 
be achieved in a steam ambient instead of a dry ambient to produce 
the same degree of flow. Some additional information is presented 
in Figs. 19 and 20 where the glass flows obtained in steam, oxygen, 
and nitrogen are compared. Test samples of wet -chemically etched 
patterns of 800- to 900-nm-thick thermal Si02 on silicon were used. 
BPSG layers of 700- to 800-nm thickness were deposited and den - 

1022 

0 0.2 0.4 0.6 0.6 1.0 1.2 
DEPTH (micrometers) 

Fig. 18-SIMS profile of a BPSG film with a very high boron concentration 
on silicon after prolonged storage of the as -deposited sample in 
room air. 
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(a) 

(b) 

Fig. 19-SEM cross-sectional view showing BPSG deposited over SiO2 
patterns on oxidized Si, heated at 875°C for 30 min (a) in oxygen 
(slight fusion flow) and (b) in steam (strong fusion flow). 

Iym x 1e aee 3e1tV 

lyos x 10 189 3ekV 

sifted at 740°C in nitrogen for 20 min, then heated in a tube furnace 
at 875°C for 30 min in different ambients. SEM cross-section anal- 
ysis showed marginal fusion flow in oxygen [Fig. 19(a)1, but excel- 
lent flow in steam [Fig. 19(b)]. Comparison between oxygen [Fig. 
20(a)] and nitrogen [Fig. 20(b)] ambient indicated no difference in 
the degree of glass flow. 

The difference in glass flow obtainable in dry ambient at 875°C 
and at 950°C can be seen from the cross-section scanning electron 
micrographs presented in Fig. 21. Interconnect lines of oxidized 
polycrystalline silicon on thermally oxidized silicon were used as a 
test device. The surface was overcoated with Si3N4 by LPCVD at 
800°C before deposition of a 880-nm-thick BPSG film type B. Fig. 
21(a) shows the excellent taper contour resulting from flow and 
reflow at 875°C in oxygen for 20 min each. Fig. 21(b) shows semi - 
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(b) 

Fig. 20-SEM cross-sectional profile through a via showing a comparably 
slight flow tapering of BPSG heated at 875°C for 30 min (a) in 
oxygen and (b) in nitrogen. 

planarization resulting from flow at 950°C in nitrogen for 25 min 
and reflow at 875°C in oxygen for 20 min (to taper plasma -etched 
via edges). These tests demonstrate the ease with which contours 
ranging from tapering to planarization can be achieved by rela- 
tively small differences in heat treatment. Instead of temperature 
or ambient changes, the BPSG composition can be varied to achieve 
the same results. 

The time period used for heat treatment at a given flow temper- 
ature has a relatively weak effect on the degree of BPSG flow in 
comparison to changes in temperature. The application of rapid iso- 
thermal heating techniques for flow and reflow of BPSG appeared 
therefore especially promising for substantially reducing the heat 
exposure time of device wafers during glass fusion. Reduced heat 
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(a) 

(b) 

Fig. 21-BPSG flow taper resulting from (a) flow and reflow for 20 min 
each in oxygen at 875°C and (b) flow at 950°C for 25 min in 
nitrogen and reflow at 875°C for 20 min in oxygen, resulting in 
a semi-planarized topography. 

Wpm it 54111 3111Y 

exposure further decreases any dopant redistribution that might 
otherwise still occur. 

Numerous investigations have been reported in recent years on 
the applications of short -duration heating techniques for VLSI,47,82 
several of which are concerned specifically with glass re- 
flow.43-45.55,83-85 PSG flow by rapid thermal annealing was found to 
be useful only for films containing high (8 wt%) phosphorus con- 
centrations so that fusion could be achieved in 10 sec at 1000°C to 
minimize dopant redistribution; furthermore, higher temperatures 
led to the formation of voids in the glass.43 Activation of As+, B+, 
and BF2+ implants in silicon was investigated by rapid isothermal 
annealing to determine conditions for minimum redistribution of 
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dopant atoms while attaining sufficient flow of BPSG for tapering, 
yielding acceptable results for future VLSI devices.55 

Experiments conducted in our laboratory were aimed at corre- 
lating BPSG flow carried out conventionally in a tube furnace 
versus flow by isothermal rapid heating. A Heatpulse 210T Rapid 
Wafer Heating System (AG Associates)85 was used in this work. 
This apparatus used a high -intensity, incoherent light produced by 
tungsten-halogen lamps to rapidly and uniformly heat a wafer to 
high temperatures. The heating chamber contains upper and lower 
banks of lamps and is enclosed by water-cooled reflective walls. A 
quartz isolation tube positions the wafer between the banks and 
uniformly diffuses the radiation from the lamps. The instrument 
was provided with an optional precision temperature control. The 
anneal cycle can be programmed. A wafer temperature of 1200°C 
can be attained in typically 10 sec. 

Test wafers consisting of wet -chemically etched 1200-nm-thick 
SiO2 stripes of 6-µm width and 7 -p.m spaces on thermally oxidized 
silicon were coated with 1000-nm BPSG of several compositions. 
Samples were annealed in the Heatpulse 210T system in flowing 
nitrogen in 50°C -steps from 900 to 1200°C. A standard ramp -up and 
ramp -down heating rate of 5% per sec of the peak -intensity power 
setting was used in the thermal cycle, with exposure times of 10 
and 30 sec at constant peak temperature. For comparison, samples 
from the same wafers were heated in a quartz tube furnace in ni- 
trogen ambient for 30 min at 900, 925, and 950°C, respectively. No 
special heat -up or cooling anneal was used. The heated samples 
were cleaved perpendicular to the line patterns and examined for 
the extent of glass fusion by SEM. 

Two typical cross-section micrographs are presented in Fig. 22 to 
demonstrate the glass flows obtainable with the rapid isothermal 
heating technique. Fig. 23 shows the same degree of tapering re- 
sulting from conventional tube -furnace heating at 925°C in nitrogen 
for 30 min as is obtainable by rapid isothermal heating at 1100°C 
in nitrogen for just 30 sec (Fig. 22b). A correlation of optimal fusion - 
tapering conditions for the rapid heating and for the conventional 
tube -furnace heating was established from the results obtained. Es- 
sentially, fusion -equivalent temperatures for exposures in nitrogen 
at peak temperature for :30 sec in the Heatpulse 210T, and for 30 
min in the tube furnace, are as follows: for BPSG type A, 1100°C 
pulse equals 925°C tube heating; for the intermediate BPSG type 
AB, 975°C pulse equals 875°C tube heating; and for BPSG type B, 
900°C pulse equals 825°C tube heating. No differences were ap- 
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(a) 
10yT 444 70kV 

10yn. 3(41 400 JOkV 

(b) 

Fig. 22-BPSG type A over patterns of Si02 on silicon after (a) a 30 -sec 
heat -pulse treatment at 1000°C in nitrogen, resulting in slight 
flow tapering, and (b) after 30 sec at 1100°C, resulting in strong 
flow tapering. 

parent in the contour topography or morphology of the fused glass 
processed by the two techniques under fusion -equivalent conditions. 
Isothermal rapid heating thus achieves glass -fusion tapering in sec- 
onds instead of the minutes required by conventional tube -furnace 
techniques. Only a relatively small increase in temperature (75- 
175°C) is needed for 30 -sec exposures of BPSG of typical composi- 
tions to achieve ideal glass -fusion tapering. As the fusion temper- 
ature decreases, a smaller increase in temperature suffices. 

Several scanning electron micrographs of integrated circuits are 
presented in Figs. 24 to 26 to exemplify the contours of flowed BPSG 
in some actual device structures. Glass fusion of these devices was 
done by conventional tube -furnace techniques. Topographical and 
sectional views of a memory array area of a 128K ROM bulk CMOS 
circuit with nominally 3 -p.m feature sizes are shown in Figs. 24a 
and 24b, respectively. The contour -smoothing capability of flowed 
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BPSG is clearly evident in both micrographs. An example of a 
Schottky -barrier, infrared image sensor is shown in Fig. 25. This 
CCD circuit, similar to one described previously,86 is constructed 
with two levels of polycrystalline silicon (minimum feature size of 
3 p.m) and uses flowed BPSG as the interlevel dielectric.ó4 The 
smoothly tapered contours of the BPSG into the contact vias and 
over the double-polysilicon areas ensure excellent uniformity of the 
aluminum metallization. A much more severe topography, of a 2 - 

p.m CCD test structure, is shown in Fig. 26. Step coverage over 
depressions and elevations of about 1 p.m and over interfeature 
spacings of as little as 0.5 p.m is excellent, as can be seen from the 
aluminum interconnect lines crossing the polycrystalline conductor 
patterns. Further reduction of feature sizes and linewidths would 
eventually require semi-planarization by increasing the flow of 
BPSG, or by planarization of the topography by one of the several 
processes now available.87 

7. Summary and Conclusions 

We have shown that in the atmospheric -pressure chemical vapor 
deposition of BPSG, a lowering of the film -deposition temperature 
from the conventional 430°C to a 340-380°C range leads to a better 
utilization of the hydrides and thus a higher yield of BPSG. The 
increase in conversion yield is manifested by a greater -than -50% 
increase of the film deposition rate for the same quantity of reac- 
tants. Both the increase of the rate of film formation and the de- 
crease of particle generation are largely due to suppression of ho - 

Fig. 23-BPSG type A after 30 -min tube -furnace heating at 925°C in ni- 
trogen, resulting in strong flow tapering, equivalent to that seen 
in Fig. 22(b); the sectioned sample was given a brief etch to 
delineate the Si02 pattern. 
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(a) 

a 
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(b) 

Fig. 24-Scanning electron micrographs of the memory array area of a 
CMOS 128K ROM: (a) topographical view showing a via and alu- 
minum interconnects and (b) cleaved and demarcation -etched 
sectional view (approx. 6000x) showing metal on top of BPSG 
and in contact hole. 

mogeneous gas phase nucleation and to enhancement of the heter- 
ogeneous CVD reaction; hence, more reactant is converted to glass 
and less to particles. We prefer to maintain the deposition rate at 
100 to 120 nm/min by decreasing the reactant gas flow rates; this 
produces BPSG films of excellent quality, while allowing good con- 
trol of the film deposition. In addition, the particle density in the 
BPSG films is substantially lowered by this change. 

Increasing the oxygen -to -hydride ratio from the conventional 20:1 
to the range of 40:1 to 60:1 suppresses particle generation still fur- 
ther, but results in some decrease of the rate of film formation. We 
have chosen a ratio of 40:1 and a nominal reactor -plate temperature 
of 370°C as a good compromise. The conditions hold for both rotary 
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(a) 

(b) 

Fig. 25-Sectional scanning electron micrographs from the array perim- 
eter of a Schottky -barrier infrared sensor, with BPSG as the in- 
terlevel dielectric. Photos show aluminum coverage over BPSG 
(a) into a contact hole and (b) over two double-polysilicon struc- 
tures. 
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CVD reactors and large continous-production reactor systems, and 
are noncritical over a wide span in terms of film properties and 
BPSG composition. The optimized process has been successfully 
transferred to large-scale production. 

The elemental composition of BPSG is not materially altered by 
these changes in the CVD process, even though the chemical inter- 
actions of SiH4, B2H6, PH3, and 02 are quite different. There is some 
indication of an increase in the ratio of P2O3/P2O5 in the glass; more 
work is needed in this area. Other important properties, such as 
flow/reflow characteristics, etch rates, chemical stability, and in- 
frared absorption spectra are not altered in BPSG produced by the 
optimized deposition process, as long as the samples are thermally 
densified before analysis. 

The stability of BPSG films with respect to chemical composition 
during processing was investigated by film -profiling techniques. 
SIMS analysis showed essentially no changes in the boron and phos- 
phorus concentrations after 20 -min densification at 740°C in ni- 
trogen, even after immersion for 15 min in a hot H2O2-H2SO4 mix- 
ture. Densification in steam at 740°C showed some decline of the 
boron concentration in the top 30 nm of the glass, corresponding to 
about 30% less boron on the surface. The largest change (33%) was 
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(a) 

(b) 
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Fig. 26-Two views taken from a 2 -µm -geometry CCD test circuit to illus- 
trate metal coverage: (a) topographical view showing excellent 
fusion tapering with BPSG as the contoured interlevel dielectric 
over the polysilicon interconnects and (b) cleaved and demar- 
cation -etched cross section showing smooth contours of flowed 
BPSG. 

measured after fusion of the glass at 850°C in steam for 20 min; 
this produced a decrease of the boron concentration in the top 30- 

nm layer. For applications in flow-reflow of BPSG, these relatively 
small decreases in boron concentration have no noticeable effects. 
They also occur on prolonged storage of undensified samples in room 
air, especially at high relative humidity on samples of very high 
boron concentrations. We concluded that BPSG films of normally 
used compositions are sufficiently stable in practice, as long as they 
are densified or fused before one applies any wet -chemical treat- 
ments. Densification or fusion of as -deposited BPSG films may 
cause some depletion of boron (or, to a lesser extent, phosphorus) 
within the top 30 nm of the film thickness. 
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There is no difference in the degree of flowlreflow of BPSG in a 
nitrogen or oxygen atmosphere. Steam ambient, however, decreases 
the viscosity of the glass much more than dry ambients, resulting 
in a greatly enhanced fusion flow. The difference in equivalent 
BPSG flow (same taper angle) in dry versus steam ambient is es- 
timated to be about 50°C. Semi-planarization of device topography 
can be readily achieved by either increasing the flow temperature 
or by increasing the boron (or phosphorus) concentration in the 
glass. 

Rapid isothermal heating techniques, instead of conventional 
tube -furnace heating, can be used for glass fusion. An equivalent 
degree of fusion tapering can be attained in 30 sec of rapid heating 
versus 30 min of tube heating if the temperature during rapid 
heating is increased by 75 to 175°C. 

Several topographical and sectional scanning electron micro- 
graphs of RCA integrated circuits are shown in Figs. 24 to 26 to 
exemplify typical fusion -tapering applications of BPSG in device 
technology. 
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The Limitation of 
Short -Channel -Length 
N+-Polysilicon-Gate CMOS ICs 

S. T. Hsu 
RCA Laboratories, Princeton, NJ 08540 

Abstract-Submicrometer-channel-length n'-polysilicon- or n+-polycide- 
gate CMOS FETs exhibit relatively large subthreshold leakage 

current and small drive currents. An ideal gate material for 
CMOS VLSI should have a work function that is larger than the 

electron affinity energy of silicon by one half the forbidden - 
gap energy of silicon. Tungsten is one of the better gate ma- 

terials for submicrometer-feature-size CMOS VLSI. Compared 
to an n+-polysilicon-gate CMOS IC, a tungsten- or tungsten 
silicide-gate CMOS IC is expected to have higher speed, 
smaller leakage current, and a simpler fabrication process. 
This paper describes the reasons for the limitations on the use 

of n+ polysilicon and n+ polycide as gate materials for sub - 

micrometer -gate -length MOS ICs. 

1. Introduction 

Perhaps the most important contribution to MOS VLSI technology 
has been the development of the principles for scaling the physical 
dimensions of MOSFETs.I Scaling theory, which has been closely 

followed by scientists and engineers worldwide, was developed for 

n -channel MOSFETs but can be applied to p -channel MOSFETs by 

using a complementary material for the gate electrode. If n+ poly - 

silicon is used as the gate electrode of n -channel MOSFETs, p+ 

polysilicon should be used as the gate electrode of p -channel devices. 

Unfortunately, it is very difficult to prevent boron ions from pen- 

etrating through the gate oxide to the channel region of a p -channel 
MOSFET. Therefore, n polysilicon is used exclusively for both n- 

and p -channel MOSFETs. For ICs with dimensions in the submi- 
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crometer range, however, it is not possible to fabricate p -channel 
MOSFETs with n+ polysilicon gates using state-of-the-art tech- 
nology. A new material is therefore needed for the gate electrode of 
submicrometer-feature-size CMOS ICs. 

2. The Limitations of n+ Polysilicon-Gate MOSFETs 

N+ polysilicon is an ideal gate material for a CMOS integrated 
circuit with relatively large physical dimensions. Its conductivity 
is on the order of 10 to 20 ohms/sq and the fabrication process is 
simple. However, it is not a good material for use as the gate elec- 
trode in ICs with channel lengths in the submicrometer range. The 
drive current of an n+-polysilicon-gate n -channel MOSFET is rel- 
atively small and the junction capacitance is relatively large. It is 
virtually impossible to fabricate a low -leakage -current high-perfor- 
mance n+ polysilicon-gate p -channel MOSFET with submicrometer 
dimensions. 

2.1 N -Channel MOSFET 

The energy -band diagram of the channel region of an n+ polysilicon 
gate n -channel MOSFET is shown in Fig. 1. Fig. la is the energy - 
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Fig. 1-Energy band diagrams of a n+-polysilicon-gate n -channel 

MOSFETs (a) at flat -band condition and (b) at equilibrium con- 
dition. 
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band diagram of the channel region of the MOSFET at the flat -band 
condition and Fig. lb is the energy -band diagram when the MOS 

structure is at the equilibrium condition. We have assumed that 
the forbidden gap of n polysilicon is equal to the forbidden gap of 

single -crystal silicon. The flat -band voltage of this MOS structure 
is, therefore, equal to one half the bandgap plus the Fermi energy 
of the substrate and the effect of the fixed charge, Qss. The flat -band 
voltage of this structure is, therefore, approximately equal to twice 
the Fermi potential of the p -type silicon substrate. This large flat - 
band voltage implies that the substrate has to be heavily doped in 

order for the device to have a small drain -leakage current at small 

gate biases. From classical one-dimensional theory,2 it can be shown 

that the drain current of a device made on a heavily doped substrate 
is smaller than that of a device made on a lightly doped substrate. 
An n+-polysilicon-gate n -channel MOSFET, therefore, exhibits rel- 

atively small drain current and large junction capacitances. 
When the gate bias voltage of a MOSFET is smaller than the 

threshold voltage of the device, the drain current of the MOSFET 
increases approximately with the exponential of the gate bias 
voltage. This subthreshold current is characterized by the subthres- 
hold swing, S, defined as3 

S = 1n10 
dVG 

d(lnlo) 

For an enhancement -type MOSFET, S is given by3 

S - kT 1n10 I 1 + E0 ESi ' 
X deCox 

[1] 

[21 

where Esi is the dielectric constant of silicon, Ca, is the unit -area 
gate -oxide capacitance, and Xde is the width of the channel depletion 
region of enhancement -type MOSFETs. 

According to scaling principles,' this subthreshold swing is prac- 
tically independent of the scaling factor. Therefore, the subthres- 
hold drain current of the MOSFET increases with the downward 
scaling of the threshold voltage. A submicrometer-gate-length n+- 
polysilicon-gate n -channel MOSFET with properly scaled threshold 
voltage is expected to exhibit large subthreshold leakage current 
and is not an optimum high-performance low -leakage -current de- 

vice. 
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2.2 P -Channel MOSFET 

The energy -band diagram of an n+-polysilicon-gate p -channel 
MOSFET is shown in Fig. 2. Fig. 2a is the energy -band diagram 
when the MOS structure is in the flat -band condition. Fig. 2b is the 
energy -band diagram when the MOS is in the equilibrium condi- 
tion. The flat -band voltage is equal to the difference in potential 
between the edge of the conduction band and the Fermi potential 
of the n -type silicon substrate plus the effect of the fixed interface 
charge, Qss. Because of this negative flat -band voltage, the 
threshold voltage of an n+-polysilicon-gate p -channel MOSFET is 
very large. A low -energy boron ion implantation is used to adjust 
the threshold voltage of a small -physical -dimension n+-polysilicon- 
gate p -channel MOSFET. This boron ion implantation forms a thin 
p -type layer at the surface of the n -type silicon substrate (or n -well). 
A typical simulated impurity profile of an n+-polysilicon-gate p - 
channel MOSFET is shown in Fig. 3. An additional deep phosphorus 
ion implantation was used to reduce the depth of the surface p- 
layer.4 

For the sake of simplicity, we shall assume that the concentra- 
tions of donors and acceptors in the channel region are constant. 
Fig. 4 shows the space -charge distribution, the field intensity, and 
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Fig. 2-Energy band diagrams of an n+-polysilicon gate p -channel 
MOSFET (a) at flat -band condition and (b) at equilibrium condi- 
tion. 
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the potential profile at the channel region of the MOSFET when 
the gate voltage is smaller than the threshold voltage of the device. 
The depth of the surface p -layer is equal to Xi; the width of the 
depletion region in the n -substrate is equal to Xd; and the acceptor 
and the donor densities are equal to NA and ND, respectively. 
Solving the Poisson's equation with the boundary conditions of zero 
voltage and zero field intensity at the substrate and with a gate 
bias voltage of VG, the potential in the surface p -layer is given by 

V1(X) = qNA (Xi - 202 - qND Xd(2Xj + Xd - 2x). 131 
SEOEsi 2E0ESi 

The gate voltage, VG, is given by 

N N N N VG=VFB+g AXJ+ TVA 4 d 9 D +VDf, 141 C 2E0ESi C 2EOESi 

where VDf is the diffusion potential of the p -n junction and 

1 X, 1 

C EOESi Cox 

The minimum potential in the surface p -layer, Vim, is 

gND(NA + ND) 
2 

V1m 
2EOE8,NA 

Xd 

This minimum potential occurs at 

151 

Xm = Xi 
ND 

Xd. 161 
A 

Therefore, the net space charge between X. and X, is equal to the 
net space charge in Xd. This phenomenon is independent of the 
actual charge distribution in the surface p -layer and in the sub- 
strate. 

The minimum potential barrier height at the p+ source junction 
and the channel region is 

d)B= 2q+fiF,1+Vine 
where Eg is the forbidden -gap energy of the semiconductor and ¢Fn 
is the Fermi potential of the n -type substrate. The minimum poten- 
tial barrier, therefore, decreases with the doping concentration of 
the surface p -layer and with the increase of the gate -bias voltage. 

The threshold voltage, VT, of the device is defined as the gate 
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voltage required for the quasi Fermi potential at the minimum po- 

tential to be equal to the Fermi potential of the neutral p -surface 
layer. Under this condition, the minimum potential Vim is equal to 
the diffusion potential of the p -n junction, VDT, or 

VT = VFB + gNAXJ + qNA 2r2 
J 

Caz 2EOESi 

[8] 

1 2E0ESigNANDVDf NAVD( 
C (NA + ND) (NA + ND) 

The subthreshold swing, S, of an n+-polysilicon-gate p -channel 
MOSFET is, therefore, given by 

S = kT 1n10 
NACd (Co, + Csi) 

q (NA + ND) CoxCSi 
[9] 

=k7'1n10AI1+J+ (NAEsi q + N D) \ d dCox 

For a short -channel -length device, the n -type substrate doping 
density, ND, and the acceptor density at the surface p-Iayer, NA, 
must be scaled upward to avoid punchthrough in the channel re- 
gion. The depth of the surface p -layer, Xi, has to be scaled downward 
to obtain a proper threshold voltage for the device. The subthreshold 
swing of a short -channel n+-polysilicon-gate MOSFET is larger for 

a p -channel type than for an n -channel type. From Eq. [91, it is 
obvious that the subthreshold swing of the device decreases with 
the decreasing surface p -layer depth. Consequently the surface p- 

layer must be very shallow in order for the device to have small 
subthreshold drain current. The depth of this surface p -layer can be 
reduced by an additional deep arsenic ion implantation as was pro- 
posed by Chiang et al.4 However, it is very difficult to confine this 
surface p -layer to shallower than 0.1 µm in practical applications. 

3. New Gate Material for Submicrometer CMOS 
Integrated Circuits 

Optimum n- and p -channel device characteristics can be obtained 
simultaneously with a very simple fabrication process if the elec- 
trical properties of the gate material are symmetrical for both n- 

and p -type silicon. The electron affinity energy of silicon is equal to 
4.15 eV.5 If the interface charge density, Qss, is small, the ideal 
material for use as a gate electrode should have a work function of 
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4.7 eV. The work function of tungsten is approximately 4.6 eV.6 
Therefore, the Fermi level of tungsten is 0.1 eV above the center of 
the forbidden gap of silicon. This offset in flat -band voltage is com- 
pensated by the fixed charges at the silicon-silicon dioxide inter- 
face. 

Since the work function of a refractory -metal silicide is approxi- 
mately equal to that of the refractory metal itself, tungsten and 
tungsten disilicide are among the better gate materials for submi- 
crometer-physical-dimension CMOS integrated circuits. Tungsten 
technology has been well developed, and both tungsten and tung- 
sten disilicide can be deposited onto silicon and silicon oxide by the 
LPCVD process.? In addition tungsten can be selectively deposited 
onto bare silicon or bare polysilicon by the LPCVD process.8,9 

The energy diagram of a tungsten -oxide -silicon system is shown 
in Fig. 5. The flat -band voltage of a tungsten -gate n -channel 
MOSFET is approximately 0.4 V smaller than that of an n+ -poly - 
silicon -gate n -channel MOSFET. From classical one-dimensional 
theory, one can easily show that the drain current of a tungsten - 
gate n -channel MOSFET at VD = VG = 5 V and VT = 0.7 V is 
approximately 20% larger than that of an n+-polysilicon-gate re- 
channel MOSFET having the same threshold voltage and operated 
at the same bias condition. The flat -band voltage of a tungsten -gate 
p -channel MOSFET is equal to VFN - 0.1 V plus the contribution 
of the fixed surface -state charge. Therefore, a surface p -layer is not 
required. 
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Fig. 5-Energy band diagram of a tungsten -gate MOSFET. 
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The simulated impurity profiles of a twin -tub tungsten -gate 
CMOS process are shown in Fig. 6. Fig. 6a shows the p -well im- 

purity profile and 6b the doping profile of the n -well. The substrate 
is p -type silicon doped with 8 x 1014/cm3 acceptors. The depth of 
the n -well is equal to 4.2 p.m. A deeper -well CMOS process is pre- 
ferred for better latch -up immunity. There is no need for additional 
threshold -voltage adjustment. The doping concentration of both the 
n -well and p -well can be independently optimized. These doping 
concentrations are significantly smaller than those of n+-polysil- 
icon-gate devices. Both n- and p -channel MOSFETs are expected to 
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Fig. 6-Simulated impurity profiles of the channel region of a tungsten - 
gate CMOS FET: (a) p -well impurity profile and (b) n -well impurity 
profile. 
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have higher drive currents, lower junction capacitances, and 
smaller subthreshold swings. 

5. Conclusion 

It is virtually impossible to fabricate a high-performance submicrom- 
eter-size n+-polysilicon-gate p -channel MOSFET with state-of- 
the-art technology. The n+-polysilicon gate must be replaced by a 
new gate material having a work function that is larger than the 
electron affinity energy of silicon by one half the forbidden gap of 
the substrate. Tungsten meets this criterion and is probably one of 
the best materials for submicrometer-size CMOS silicon ICs. A 
tungsten- or tungsten silicide-gate CMOS IC is expected to have 
higher speed, lower leakage current, and a simpler fabrication pro- 
cess than n+-polysilicon-gate CMOS ICs. 
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Barrier -Height Measurements of 
Tantalum Silicide on Silicon 

Sheng Teng Hsu and Jer-Shen Maa 
RCA Laboratories, Princeton, NJ 08540 

Abstract-The barrier heights of TaSi2 to n -type and to p -type silicon were 
measured by the C -V method. A thin oxide layer (no thicker 
than 2 nm) between the TaSi2 and n -type silicon was used to 
minimize the leakage current of the TaSiz n -type silicon diode. 
The measured barrier heights are 0.715 eV and 0.373 eV, re- 

spectively, for TaSi2 to p -type and TaSi2 to n -type silicon con- 
tacts. 

1. Introduction 

Refractory -metal silicide has been increasingly used in very -large- 
scale integrated (VLSI) circuits to enhance the conductivity of fine - 
geometry polysilicon lines and shallow n+ and p+ diffusion areas. 
As the physical dimensions of the device are scaled down, the width 
of the polysilicon gate becomes very narrow and the depth of the 
source/drain junction becomes very shallow. The resistivity of these 
narrow polysilicon lines and shallow n+ and p+ diffusion layers is 
very large. The depth of the source/drain junction is no more than 
0.2 µm for a 1 -rim -gate -length MOSFET. When aluminum is in 
direct contact to this shallow n+ or p+ layer, aluminum may spike 
through the junction. As a result, the leakage current of the junction 
can be very large and the junction breakdown voltage very small. 
A thin layer of a refractory metal or its silicide can be deposited 
onto the surface of the n+ and the p+ areas to reduce the resistivity 
of these shallow layers and to form a barrier for the aluminum -to - 
silicon contact. This contact barrier prevents the aluminum from 
spiking through the very shallow n+ or p+ source/drain layers. The 
refractory -metal contact barrier can either increase or decrease the 
resistance of the metal -to -silicon contact. The contact resistance de- 
pends on the doping concentration of silicon and the contact poten- 
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tial barriers at the refractory -metal silicide to silicon interface and 
at the refractory -metal silicide to aluminum interface. It is very 
important, therefore, to know the barrier height of the refractory - 
metal silicide to silicon contact. 

In this paper we present measured barrier heights of TaSi2-n- 
type silicon and TaSi2-p-type silicon contacts. The sum of the mea- 
sured barrier heights of TaSi2 to n -type silicon and TaSi2 to p -type 
silicon is approximately equal to the forbidden -gap potential of the 
silicon, as expected. 

The capacitance -voltage (C -V) method was selected for the bar- 
rier -height measurements. This method requires only a capacitance 
meter which is available at any integrated circuit facility. The 
sample is an MOS structure with a very thin silicon dioxide layer. 
This oxide layer is used to reduce the leakage current of the contact 
so that accurate capacitance measurement can be made easily. 

2. Sample Preparation 

A 200-nm-thick silicon dioxide was thermally grown onto both n- 
and p -type silicon substrates. Oxide on the circular active area was 
defined by photolithographic and wet -etch processes. Tantalum and 
silicon were cosputtered onto the silicon wafer, then sintered at 
900°C in argon ambient for 30 minutes to form tantalum disilicide.1 
The tantalum disilicide at the active area was protected with pho- 
toresist, and the silicide on the nonactive areas was removed with 
plasma etching. The diameter of the circular active area is equal to 
1000 µm, and there is a 50-µm silicide overlap to the active area. 

The current -voltage characteristics of TaSi2 contacts to n -type 
silicon and to p -type silicon are shown in Figs. lA and 1B, respec- 
tively. The wafers were dipped in 50:1 H2O:HF solution for 30 
seconds prior to the tantalum and silicon sputtering process. The 
TaSi2 is, therefore, in direct contact with the silicon. The TaSi2 to 
p -type silicon contact forms a good diode; the resistance at the TaSi2 
to n -type silicon contact is very small, which implies that the barrier 
height is small. The measurement of the contact capacitance is dif- 
ficult. This conductive component of the contact impedance can be 
minimized by a very -thin -oxide MOS structure. 

The RCA standard clean process2'3 grows 1 to 2 nm of oxide onto 
the surface of bare silicon. We utilized this oxide for a TaSi2-oxide- 
n-type silicon MOS structure. This thin oxide layer is transparent 
when the diode is forward biased, but it blocks the reverse -biased 
diode current. The typical current -voltage characteristic of a TaSi2- 
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Fig. 1-I -V characteristics of TaSi2 to silicon contacts: (A) TaSiz n -type - 
silicon contact and (B) TaSi2-p-type-silicon contact. 

Si02-n-type-silicon diode is shown in Fig. 2. The reverse diode cur- 
rent increases very slightly with the bias voltage. 

3. Barrier Height Measurement 

The barrier height of TaSi2 to n -type silicon was measured on 
TaSi2-oxide-silicon MOS diodes. The band diagram of a thin -oxide 
MOS diode is sketched in Fig. 3. Fig. 3A is the band diagram when 
the MOS is at the flat -band condition, and 3B is the energy diagram 
when the MOS diode is reverse biased. The substrate is at ground 
potential, and the voltage at the metal, V,,,, is given by 

V = 
qND 

W2 
qND W + Qss [11 

m 
20esi Car 

lolsi9ND 9ND W + Qss 

2C2 Cox 

Here, Esi is the dielectric constant of silicon, ND is the doping con - 
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Fig. 2-I -V characteristic of a thin -oxide TaSi2 MOS diode. 

centration of the n -type substrate, W is the width of the space - 
charge region, Qss is the fixed -charge density at the silicon -oxide 
interface, and Cox and C = eves;/W are the unit -area oxide capaci- 
tance and the unit -area depletion layer capacitance, respectively. 
The capacitance of the thin oxide, Cox, is larger than 1.7 x 10-6 F 
if the oxide is no thicker than 2 nm. The depletion layer capacitance, 

METAL 5,02 SILICON 

mBP 

T 
-- E9/2 

_ (A) 

Fig. 3-Energy-band diagrams of thin -oxide n -type MOS diodes: (A) MOS 
diode at flat -band condition and (B) reverse -biased MOS diode. 
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C, is smaller than 1.0 x 10-7 F if the width of the depletion layer 
is larger than 0..1 p.m. Consequently, the last term of Eq. [1] can be 
neglected: 

EOEsigND - [2] m 2C2 

Differentiation of Eq. [2] with respect to Vm yields 

Vm(C2) E E q d o sa ND 

A plot of 1/C2 versus Vm is a straight line. From the slope of this 
straight line, the doping concentration, ND, and hence the Fermi 
potential, dF,,, of the silicon substrate can be calculated. 

Eq. [3] can be rewritten 

d 11 2 
dd dVm 

2 

CA J Eo EsigN[Y'2' 

[31 

[4] 

where A is the area of the thin -oxide MOS diode and CA is the 
capacitance of the thin -oxide MOS diode. If we extrapolate the 1/C2 

versus Vm curve to intersect the Vm axis and call the voltage at the 
intersection Vmo, the capacitance C at Vmo is equal to infinity and 
the MOS structure is at the flat -band condition. From Fig. 3A it is 
obvious that the barrier height, (ben, is given by 

chBn = 
2q + iv - IFnI+ [51 

where Eg is the energy gap of the silicon and clFn is the Fermi energy 
of the n -type silicon substrate. 

The same method can be used to measure the barrier height of 
refractory metal or silicide on a p -type silicon substrate, 4BP. The 
sum of 4,Bn and 4Ba should be equal to the bandgap potential, Eg/q, 

of silicon. 
Fig. 4 presents the measured data of a typical TaSi2-to-p-type- 

silicon contact. The I -V characteristic of this diode is shown in Fig. 
1B. The curve in Fig. 4 is the diode capacitance, and the points on 
the straight line are 1/C2 as calculated from the measured capaci- 
tance. The fit is quite good. The slope of this line is equal to 1.59 
x 1020/(V-cm2-F2). Therefore, the substrate doping concentration 
and the Fermi potential of the silicon are equal to 1.28 x 1015/cm3 
and 0.286 V, respectively. The line intersects the voltage axis at 
0.46 V; the barrier height, dBp' therefore, is 0.715 V. 

Fig. 5 presents the measured data of a typical TaSi2 on an n -type 
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Fig. 4-Barrier-height measurement of a TaSi2-to-p-type silicon contact. 

silicon thin -oxide MOS diode whose I -V curve is shown ín Fig. 2. 
The curve shows the measured diode capacitance and the points 
on the straight line are obtained by calculating 1/C2 from capaci- 
tance measurements. Again, the fit is very good. This straight line 
intersects the voltage axis at 0.08 V. From the slope of the line, the 
doping concentration of the n -type silicon substrate is calculated to 
be 4.15 x 1014/cm3. The Fermi potential of the silicon substrate, 
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Fig. 5-Barrier-height measurement of a TaSi2 to -n -type -silicon thin -oxide 
MOS diode. 
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therefore, is 0.257 V. The barrier height of the TaSi2-to-n-type-sil- 
icon contact, 4B, is 0.373 V. The sum of cbgp and dB is 1.088 V, 
which is approximately the forbidden gap of silicon. 

4. Conclusion 

The barrier heights of TaSi2 to n -type silicon and to p -type silicon 
were measured by the C -V method. The barrier height of the TaSi2- 
to-p-type-silicon contact is found to be 0.715 eV. The TaSi2-to-n- 
type-silicon contact barrier height is 0.373 eV, as compared to the 
published data of 0.59 eV.4 Since the sum of our measured barrier 
heights of TaSi2 to n -type and TaSi2 to p -type silicon is equal to the 
forbidden gap of silicon, our measurement is basically accurate. The 
discrepancy between the published data and our measured result is 
due, possibly, to the difference in the silicidization process. 
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Preparing Master Grooves for Lapping 
Discs Used in Micromachining of 
VideoDisc Styli 

W. R. Roach and I. Gorog 
RCA Laboratories, Princeton, NJ 08540 

Abstract-The tip of a long playing VideoDisc stylus has a shape resem- 
bling a keel of microscopic dimensions. The machining of such 
a keel shape on the faceted tip of a diamond log requires a 
lapping disc having an approximately 4.5-µm deep, 2.4 -µm - 
wide groove of minimal taper. The method of generating a pho- 
toresist master having a groove of this geometry by laser ex- 
posure and development is described. Details of a laser re- 
cording system for the production of a uniform lapping groove 
over a 3 -inch -wide band on a 12 -inch -diameter disc and 
methods for evaluating the groove profile are presented. A gen- 
eral theory of the exposure/development process is used to 
generate a family of groove profiles that traces the evolution 
of the groove shape during photoresist development. This 
theory provides a qualitative framework for establishing op- 
timum exposure/development conditions. 

1. Introduction 

The RCA VideoDisc recording is played using a diamond stylus 
whose tip is precisely shaped so as to ride smoothly in the 140 - 
degree V-shaped groove. The trailing vertical surface of the stylus 
carries an electrode that capacitively senses the presence of signal 
elements on the vinyl disc. The stylus extends the full width of the 
groove so that the signal-to-noise performance on playback is max- 
imized. The stylus might thus be configured as shown in Fig. 1. 
However, after extensive use, such a stylus would wear causing the 
width of the tip to broaden, which would eventually result in the 
configuration shown in Fig. 2. During playback such a stylus could 
pick up unwanted signals from the adjacent grooves. It could also 
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Fig. 1-View of faceted stylus in RCA VideoDisc groove. 

lose the wanted signal because minor groove -pitch nonuniformities 
could cause the tip to not conform precisely to this extended profile 
for many of the grooves on the disc. It was suggested by E. O. 
Keizerl that both problems could be avoided by shaping the stylus 
tip as indicated in Fig. 3. With such a configuration, the stylus tip 
width will not vary during life, and thus it will consistently ride in 
and sense signals from a single groove. 

Fig. 2-Effect of wear on improperly shaped stylus showing electrode 
overlap to adjacent grooves. 
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Fig. 3-View of ideal keel -lapped stylus tip riding in VideoDisc groove. 

The production process for a Video -Disc diamond stylus with a tip 
geometry approaching that of Fig. 3 includes a machining operation 
that shapes the electroded and faceted tip by lapping it into a spiral 
groove of precisely shaped profile. The required profile of the keel - 
lapping groove is relatively narrow (2.4 p.m wide) and deep (4.5 p.m 
deep). Because of the large aspect ratio, both the production of the 
original groove and its replication to form the final lapping discs 
are relatively difficult. As indicated in Fig. 3, the ideal keel -lapped 
stylus would have vertical walls, but in practice it is impractical, if 
not impossible, to replicate lapping discs unless the walls have some 
taper. Taper is necessary because, during replication of the lapping 
disc, a reentrant structure will form an interlocking system with 
the next generation part, and the two cannot be separated without 
damaging them. However, too much taper would reduce the effec- 
tiveness of the resultant keel -lapped shape. A good compromise is 
to accept a 2.5° outward tilt of the groove walls, as indicated in Fig. 
4. The groove must also be symmetrical to produce a keel whose 
prow is properly centered for optimum tracking performance. The 
groove pitch on the master recording used to make the lapping discs 
should be constant so that the lapping station can be set up with a 
constant pitch drive. The groove spacing should be large enough to 
insure that the shoulders of the fully keel -lapped tip are flat. The 
maximum number of turns per disc is desirable, consistent with the 
shoulder -width requirement, so that the largest possible number of 
stylii can be lapped on a given disc. This requirement is adequately 
met by a 9 -p.m groove period. 
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Fig. 4-Groove profile required for keel -lapping master. 

The keel -lapping process is typically followed by a very short lap 
of the stylus on another spiral -grooved disc on which the grooves 
have the same V-shaped profile as the production VideoDiscs (140° 
included angle) to insure that no wear -in time is necessary to reach 
the maximum electrical output from a new stylus. 

This paper outlines the method used to generate the master part 
used in the production of lapping discs, provides details of the op- 
tical recording system used to generate grooves with a uniform pro- 
file over a 3 -inch -wide band of approximately one -foot outside di- 
ameter, describes the special measurement techniques that have 
been developed to evaluate the resultant groove shape, and dis- 
cusses a theoretical model used to gain insight into the optical re- 
cording/development process. 

2. Keel -Lap Mastering 

The technique used to generate the metal keel -lap master consists 
of the following steps: 

(a) coating a large -diameter copper -plated aluminum substrate 
with a uniform layer of photoresist, 

(b) baking the resist to drive off the solvent, 
(c) exposing a spiral track with a focused laser beam, 
(d) developing the resist to remove exposed photoresist down to the 

substrate, 
(e) washing off the developer and drying the resist, 
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(f) coating the deep relief surface with a thin conductive layer, and 
(g) electroplating the nickel to form the metal master. 

Of these steps, this paper discusses in detail only (c) keel -lap re- 
cording and (d) photoresist developing. These two aspects are not 
only central to the production of the keel -lap master but also have 
wider applicability in the production of any system where deep and 
narrow grooves of controlled profile are required on a large diameter 
substrate. 

There is one other crucial step in the process of obtaining a suit- 
able master, and that is to evaluate the geometry of the grooves 
actually produced and, using this information as feedback, to im- 
prove the choice of recording/developing conditions for subsequent 
recordings. Because of the dimensions involved, only a scanning 
electron microscope (SEM) has the resolution necessary to charac- 
terize the groove profile adequately. Unfortunately, all processes 
that we are aware of to prepare samples for accurate SEM evalua- 
tion of the deep -grooved recording profile are destructive of the part 
involved. Also, when the original nickel master is pulled off the 
substrate, the parting takes place in the resist, resulting in damage 
to the relief pattern. Thus, only one electroform nickel part (metal 
master) can be made directly from the photoresist-covered sub- 
strate. If we want to evaluate a possibly useful recording (one that 
might actually be utilized for the production of lapping discs) we 
must generate from the master a part that can be sacrificed. In our 
case we are forced to generate from the production master a mold, 
which is then used to make several stampers. Of these, the first and 
second stampers are reserved for further fanout, since they are the 
best. The third and fourth stampers are used to press test lapping 
discs. Therefore, the fifth stamper is the first available for groove - 
profile evaluation. This multiple replication procedure in itself 
takes several days, and the groove -profile evaluation several more. 
Even then we have gained information on only one set of recording/ 
developing conditions. 

To reduce our dependence on this lengthy full-fanout feedback, 
we have devised an alternative method involving the production of 
a group of six identically coated substrates and the recording of as 
many as 20 separate test bands on one or two of these substrates, 
followed by immediate groove profile evaluation of thin electroform 
metal masters. Information from these test recordings can be used 
to establish conditions for recording the remaining members of the 
set, provided that this set of substrates has resist layers that are 
matched in thickness to within 0.2 µm. By this method we can make 
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two test recordings, evaluate their groove shapes, and record the 
remaining four members of the set as production masters, all within 
approximately three weeks. The four production masters can then 
be fanned out and evaluated at leisure while another complete set 
is in process. 

Processing steps that cause modifications of the laser -recorded 
groove profile have also been developed, but these are beyond the 
scope of this paper. 

3. Keel -Lap Recording Requirements 

The recording of the keel -lapping grooves involves laser exposure 
of a spiral track in a photoresist layer that is coated onto a flat, 
1/2 -inch thick, 14 -inch diameter, copper -plated, aluminum sub- 
strate. The thickness of the photoresist is approximately 4.5 p.m 
with a uniformity of ± 0.1 µm over the band from 2.8- to 5.8 -inch 
radius. The resist used is a positive -developing RCA proprietary 
compound. The RCA formulation is used to insure complete quality 
control over the composition. The resist thickness must be main- 
tained within the limits specified, since the exposure/development 
process produces a groove whose depth is the resist thickness and 
whose profile is a complicated function of the resist thickness, beam 
power, beam shape, focus position, substrate reflectivity, and de- 
velopment parameters. 

The function of the keel -lap recorder then is to provide a laser 
beam that is focused in the photoresist at a fixed height above the 
copper-photoresist interface and scanned along a spiral track on 
the substrate. This height must be controlled to better than ± 6% 
of the film thickness to insure a uniform groove shape. To maintain 
as many parameters constant as possible during the recording of 
production masters, these recordings are typically made at a con- 
stant laser power with a constant linear velocity of the substrate 
under the beam. The recording time was chosen to be 1/2 hour. To 
scan the approximately 500 cm2 area during this time, the required 
linear velocity of the beam over the substrate surface is 300 cm/sec. 
It is fortunate that at this scan velocity, a moderate power He-Cd 
laser causes a large increase in the solubility of the exposed regions 
of the photoresist in the developer without simultaneously causing 
significant bleaching at the 4416 wavelength. It is essential to 
maintain a strong absorption in the resist throughout the exposure 
process if we are to obtain the optimum groove shape. 
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4. Keel -Lap Recorder 

The system that has been used for recording masters of a uniformity 
adequate for mass production of keel -lapped styli is similar to that 
described by A. H. Firester et al2 for optically reading VideoDisc 
substrates. The keel -lapping recorder is shown in Fig. 5. Every RCA 
stylus that has been sold has a keel lapped tip whose profile is 
traceable to an optical master generated on this machine. 

4.1 Beam Forming Optics 

The major components of the optical system necessary for the gen- 
eration of the keel -lap masters are shown in Fig. 6. The 1 -mm di- 
ameter beam from a 20-mW helium -cadmium laser is directed 
through a polarizer, quarter -wave plate, and a beamsplitter. Dis- 
tortions in the beam profile introduced by these elements are re- 
duced by passing the beam through a x 5 microscope objective and 
a 25-µm pinhole. To produce our smallest diameter beam in the 
photoresist we next insert a 150 -mm focal -length lens positioned a 
focal length away from the pinhole to recollimate the beam. Next 
a beam -limiting aperture (7.6 mm in diameter in this case) is used 
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to block all but the central portion of the Airy ring pattern3 gen- 
erated by diffraction from the pinhole. 

With the Airy rings thus removed, the beam profile is approxi- 
mately Gaussian. For a Gaussian profile, the power distribution I(p) 
as a function of radius p is 

I(p) = I(0) exp (- p2/wp2), [1] 

where I(0) is the power on the optical axis and wp is the Gaussian 
(power) parameter. The diameter of the beam at which I(p) is just 
1/2 of I(0) (defined as the full width at half maximum, FWHM) is 

FWHM = 2wp V-ln (0.5) = 1.665 wp. [2] 

For the cylindrical Gaussian beam, this FWHM diameter also con- 
tains half the total power in the beam. 

The collimated apertured beam (3.4 -mm FWHM) is reflected off 
the beam splitter and passes through the final focusing objective (a 
x 50, 0.85 NA, Leitz microscope objective with an input aperture of 
8 mm) to produce a focused beam in the photoresist. When the ob- 
jective is thus operated unfilled, with a small -diameter approxi- 
mately Gaussian beam as input, it produces in the photoresist a 
focused beam that is also very nearly Gaussian. Under these con- 
ditions of illumination, although the spot diameter is larger than 
that attainable under uniform illumination of the focusing objec- 
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tive, the rings in the diffraction pattern are attenuated (in power) 
by a factor of approximately 100 as compared to those produced by 
a uniformly illuminated aperture.4 

A measurement of the spot diameter at focus was made using the 
knife-edge scan technique described by Firester et al.2 The result 
of this scan is shown in Fig. 7, where the downward displacement 
along the S-shaped curve represents increasing light intensity 
passed by the knife edge as it is removed from the beam. The hor- 
izontal axis is time, which can be related to distance by using the 
auxiliary sinusoidal signal, which is also shown. This auxiliary 
signal is the output from a He-Ne laser -illuminated Michelson in- 
terferometer that has one end mirror mechanically driven by the 
knife-edge motion. One complete cycle of the sinewave corresponds 
to one -half -wavelength (0.3164 µm) displacement of the knife edge. 

For the exposure of the grooves to be uniform around the disc, 
the objective must be maintained at a fixed height (to within ± 
1700 A) above the photoresist surface while the substrate is rotated 
and translated under it at a scan velocity of several hundred cm/ 
sec. To maintain focus to this accuracy, the final focusing objective 
is supported by a focus air bearing2 consisting of two porous pads 
epoxied into aluminum cups. A 60 -psi supply of filtered air is bled 
through a needle valve into the resulting chambers. This air exits 
downward through the pads and causes the structure supporting 
the lens to be lifted against a spring pressure and to ride a few mils 
above the resist surface. Very fine control of the air flow through 
these pads permits maintenance of the focus position to the required 
tolerance while the substrate is being rotated under the beam. 

Fig. 7-Knife-edge spot size measurement. Downward deflection indi- 
cates increased light intensity. Sinusoidal interferometer peak 
spacing is 0.3164-µm knife-edge displacement. 
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4.2 Capacitance Sensor 

To monitor the vertical position of the lens relative to the substrate, 
the final focusing objective was fitted with an aluminum cap. The 
flat ring -shaped bottom surface of the cap typically rides -75 µm 
above the substrate surface, and the capacitance between the two 
surfaces (typically -20 pF) varies as the reciprocal of the distance 
between them. Since the groove profile ín the 4.5-11m thick resist 
must be substantially constant, the focal -plane position in the resist 
must not shift during the recording by more than ± 0.3 µm. Re- 

fraction in the resist (see Sec. 4) requires that the lens height be 
maintained to within ± 0.17 µm, corresponding to changes in lens - 
cap -to -substrate capacitance of ± 0.05 pF. Since the stray capaci- 
tance associated with the lens cap, leads, etc., is -25 pF, we require 
a system that will accurately measure changes of ±0.05 pF out of 
45 pF. A capacitance bridge feeding a digital voltmeter provides a 

measure of the position to better than this precision, but such a 
system provides no absolute indication of where the lens focal plane 
is located. To establish the absolute scale for the capacitance sensor, 
we employ the optical -focus sensor described below. 

4.3 Optical -Focus Sensor 

The optical -focus sensor utilizes the recording beam after it has 
been reflected off the substrate. This return beam passes backward 
through the focusing objective, beam-splitter No. 2, beam -limiting 
aperture, collimating lens, pinhole, and microscope objective to 
beam-splitter No. 1 and the return -beam photodetector. The pri- 
mary path of the laser beam is through the photoresist, followed by 

a reflection off the photoresist-substrate interface and back 
through the photoresist. The return -beam power as a function of 
focal position has one local maximum when the laser beam is fo- 

cused at the photoresist-substrate surface. Another local maximum 
occurs in the return beam when the final objective has been raised 
sufficiently that the beam waist occurs at the upper surface of the 
resist. In this case, a small portion of the incident beam is reflected 
off the upper resist surface and is recollimated by the final focusing 
objective and passed backward along the optical path. 

The positions of these two peaks on a return -beam -power -versus - 
capacitance plot establish the absolute scale for the capacitance 
sensor. Once the capacitance values corresponding to both top -sur- 
face focus and bottom -surface focus are established, an intermediate 
position can be maintained by controlling the capacitance reading 
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at the appropriate intermediate capacitance value. If the resist 
thickness of the production substrate is the same as that of the test 
substrate, the focus for the production recording can be made by 
setting the system up to have the same capacitance as that observed 
to give the best grooves on the test substrate. The response of the 
return -beam power to changes in lens height, as measured by the 
capacitance sensor, is shown in Fig. 8 for the case of a bare copper 
substrate. Note the well defined focus position. 

4.4 Optical Behavior of Photoresist 

When through -focus measurements of return -beam power versus 
capacitance are made on a photoresist-covered substrate, care must 
be taken to account for the possibility of bleaching the resist during 
the measurements. The results of a set of through -focus measure - 
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ments of return -beam power are also shown in Fig. 8. Note, how- 
ever, that the photoresist data is displayed with the vertical scale 
magnified by a factor of 5. In these measurements, the power in the 
focused laser beam was fixed at approximately 0.5 mW and the 
linear velocity of the substrate under the beam was varied. The 
bleached condition was obtained by allowing the beam to write over 
the same circular track at 325 cm/sec for several minutes. This 
bleached circular track was further probed by making scans of the 
return beam versus focal position at various surface velocities. 
Down to 2 cm/sec, these all produced essentially identical traces. 
Resist physical damage can occur for very slow scans (less than 10 

cm/sec) for an input power of only 2 mW. 
Note in Fig. 8 the two distinct peaks corresponding to focus at 

the air-photoresist interface and at the photoresist-copper inter- 
face. The vertical displacement of the lens necessary to shift the 
focal plane from the top surface to the photoresist-copper interface 
can be calculated as follows. The photoresist index of refraction 
n(resist) is givens as a function of the free -space wavelength of light, 

X, by 

832 
n(resist) = 1.539 + 

0.000 
36 ' [3] 0 

which for X. = 0.4416 µm is n = 1.645. Rays exiting the lens at an 
angle i will be refracted by the resist surface and traverse the film 
at an angle r. If unrefracted rays íncídent at an angle i meet at a 
distance Hi below the air -resist surface, the refraction causes the 
rays to be brought to focus at a distance Hr below the resist surface, 

Hr = Hi (tan i/tan r). [4] 

Our apertured beam, upon passing through the lens, has marginal 
rays (those intercepting the local FWHM circumference) traveling 
at an angle i = 22°. From Snell's law, the angle r in the photoresist 
is found to be 13°. From Fig. 8, the observed value of Hi is found to 
be 2.35 µm. From Eq. [4], we find H, = 4.05 µm, which is in rea- 
sonable agreement with the 4.9-µm thickness of the film that was 
more accurately determined by analyzing the interference fringes 
in its reflectivity -versus -wavelength spectrum, where the wave- 
length dependence of the index is assumed to be given by Eq. [3]. 

The magnitude of the peaks seen in Fig. 8 provides information 
about the absorption properties of the photoresist during exposure. 
We note that the bare -copper data of Fig. 8 provides an absolute 
reflectivity reference. The normal amplitude reflection coefficient 
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at the boundary between material of (complex) index of refraction 
n1 and that of (complex) index of refraction n2 is given by 

S = (n2 - n1)/(n2 + n1). [5] 

In the case of copper at a wavelength of 4416 A, the complex index 
is found from Heavens6 to be 

n(Cu) = 0.87 + 2.2j. [6] 

The power reflection coefficient R at the boundaries of interest can 
be calculated directly as the absolute square of S determined from 
Eq. [31, with the results that R(air-Cu) = 58.4%, R(air-resist) = 
5.9%, and R(resist-Cu) = 48.7%. From the measured relative peak 
heights of Fig. 8, we can calculate the power absorption coefficient 
Up defined by 

P(z) = P(0) exp (- apz), [7] 

where P(0) is the power entering the film, P(z) is the transmitted 
power, and z is the path length through the film. The results of 
these calculations are that ap(fully bleached) = 0.11/µm, 
ap(unexposed) = 0.23/µm, and ap(record) = 0.13/µm. 

The result for the fully bleached case is consistent with the data 
of Kaplan and Meyerhofer,7 adjusted to compensate for the differ- 
ences in concentration of sensitizer in the films. Our value of the 
absorption constant for the unexposed case is significantly higher 
than their value, which for 4416 Á was essentially unchanged from 
the bleached case. For the unexposed, resist, the 4416 Á line lies 
on a very strong absorption edge which can be shifted in wavelength 
by processing. Their film was of pure sensitizer, while our resist 
has only 12% sensitizer, so such a disagreement is not surprising. 
The decrease of the reflectivity by the upper surface upon bleaching 
is reproducable and too large to be accounted for by changes in the 
published bulk properties (index of refraction and absorption) with 
bleaching. 

4.5 Laser Power and Alignment 

The laser power to the resist surface is controlled by the position of 
a motor -driven neutral -density wedge attenuator and the incident 
power is monitored by a photodetector. During test recordings, 
power and focus are varied in order to insure that the proper con- 
ditions for good grooves are obtained somewhere on the recording. 
Since we also require that the average slope of the groove walls be 
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vertical, care must be taken to insure that the incident laser beam 
is perpendicular to the photoresist. Beam splitter No. 2 can be ro- 

tated and translated to accomplish this final adjustment. Unfortu- 
nately, because the beam that is reflected off the substrate can be 
reflected again by other optical surfaces in the system, it is difficult 
to duplicate the exposing beam geometry unless the substrate is 

actually in place. When it is in place, we can no longer measure the 
light distribution. Thus, to see that the final tilt adjustment has 
been made properly, we must make a series of test recordings into 
the photoresist while varying the translation and tilt of beam 
splitter No. 2 and then evaluate the resulting grooves to establish 
optimum settings for these controls. Once a convenient developer 
and development time have been chosen, the development is always 
done with a constant developer composition and for a fixed time. 

Perhaps the most frustrating aspect of the recording/developing 
process is its nonreproducability. We have attempted to minimize 
this nonreproducibility by coating all substrates of a set in a single 
morning and exposing and developing them under nominally iden- 
tical conditions. Despite this attempt to maintain constant coating 
conditions, exposure conditions, and development conditions, the 
development rate still varies significantly from recording to re- 
cording. Thus, to stand a reasonable chance of transferring a given 
groove profile observed on a test recording to a production substrate 
of the same set, several production recordings must be made. 

The He-Cd laser is polarized, and this aspect is utilized to prevent 
feedback of power into the laser cavity, which would cause un- 
wanted oscillations in the laser power. The isolation of the laser is 

accomplished by inserting a polarizer and a quarter -wave plate in 
the laser beam before it enters the variable attenuator. The polar- 
izer is oriented to pass the incident laser light; the quarter -wave 
plate converts this to circularly polarized light on the first pass; and 
then the return beam is converted back to linearly polarized light 
whose plane of polarization has been rotated by 90 degrees with 
respect to the original polarization direction. This reflected beam is 

then blocked by the polarizer. 

4.6 Recorder Mechanics 

The recorder turntable consists of a 15 -inch -diameter aluminum 
plate mounted on a spindle supported by an air bearing. The spindle 
also incorporates the rotor for a dc motor. The motor housing is 

mounted on a machine slide equipped with a 10 -turns -per -inch (TPI) 
lead screw. This screw is driven by a dc motor through a 100:1 
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speed -reducing worm gear. A microscope with an auxiliary capaci- 
tance sensor rigidly attached is swung over the substrate when the 
turntable slide is in the load position. The top surface of the sub- 
strate is brought up to a fixed height, and the surface is leveled by 
adjusting 6 vertical 100 TPI leveling screws until the capacitance 
sensor indicates that, upon slow rotation of the substrate, the sur- 
face is everywhere at the proper height to better than 2.5 µm ver- 
tical runout. Centering is accomplished by adjusting horizontal 100 
TPI screws located on three of the leveling pads. The centering 
accuracy is measured by slowly rotating the substrate while 
viewing, through the microscope, a single circular groove that was 
mechanically cut into the substrate surface after this surface was 
machined flat. 

The turntable rotational and translational drive motors are both 
controlled by a voltage that is proportional to the inverse of the 
radius. The required control signal is derived by supplying a linear 
potentiometer with a fixed voltage, coupling the potentiometer 
slider to the radial motion of the turntable, and using the output 
from the slider to drive an operational amplifier. The op -amp output 
is applied to the denominator input terminal of an analog divider, 
and a fixed reference voltage is applied to the numerator input 
terminal. By this method, we can obtain a control voltage that can 
generate constant linear velocity and constant pitch spiral to an 
accuracy of a few percent. 

5. Photoresist Development 

After exposure, the substrate is washed with freon and spin-dried 
to remove any traces of grease or other airborn contamination. The 
substrate is mounted face -up on a slowly rotating turntable, and a 
rubber collar is placed around the edge to form a shallow pan. Ap- 
proximately 600 cm3 of developeer is poured onto the surface, filling 
the pan to a depth of 1 cm. 

The speed of the process of development depends on the developer 
used and on how much laser energy the photoresist has been ex- 
posed to locally. Initial tests indicated that contact of the photoresist 
with full strength Shipley AZ developer for 180 seconds would pro- 
duce grooves of approximately 2.4 µm width down to the substrate 
when the resist is previously exposed locally to somewhat less than 
the full available focused laser power at a scan velocity of 300 cm/ 
sec. Thus, these development conditions (Shipley AZ developer, 180 
seconds) were established as our standard, and fine changes in 
groove width are accomplished by changing the laser power slightly. 
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After development, the substrate is washed with deionized water 
and baked. 

6. Groove -Profile Evaluation 

As indicated earlier, because of the dimensions of the grooves in- 
volved, the detailed experimental evaluation of the exposure/devel- 
opment process can only be made using a scanning electron micro- 

scope (SEM). As this instrument requires a conductive sample, the 
photoresist relief pattern must first be converted into a metal rep- 

lica. This is accomplished by evaporating a 1200 A thick gold layer 
over the entire surface of the test substrate and then electroplating 
a 0.005 -inch -thick layer of nickel onto this gold film to form a thin 
master. The metal master is easily separated from the substrate at 
the resist layer, and acetone can be used to remove the residual 
photoresist from the master. The SEM can easily resolve features 
much smaller than the dimensions of the replicated grooves, but 
because the groove walls are smooth in the tangential direction, a 

fiducíal viewing line must be provided to enable us to visualize the 
groove profile. Two methods of generating such a line, which cor- 

responds to the intersection of a radial plane (normal to the disc 
surface) with the replica surface, are described in the subsections 
below. 

6.1 Contamination Line Profiles 

The simpler method, used for quick surveys of test recordings, in- 
volves punching a 0.5 -inch -diameter disc from the master, 
mounting it in the SEM, pumping the system down to -10-4 Torr 
pressure, and making multiple scans across a groove along a single 
path with a small -diameter electron beam. This SEM beam locally 
heats the sample, and contaminants in the vacuum system collect 
on the sample surface along this line. When the SEM scan is shifted 
back into the raster -scan viewing mode, the contamination line 
stands out in sharp contrast to the rest of the surface. The sample 
can now be rotated almost 90° so as to cause the plane of the con- 

tamination line to be presented almost perpendicular to the beam. 
In this orientation, the contamination line represents a profile of 
the groove that can be photographed and measured. 

Fig. 9 gives results of this procedure for grooves generated using 
a constant laser power under four different focus conditions: Fig. 9a 
is for laser focus (beam waist) 0.6 µm above the photoresist-copper 
interface; Fig. 9b corresponds to laser focus approximately 1.9 p.m 
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Fig. 9-Contamination-line views of replica of grooves generated by a 
focused beam with focal plane at the positions indicated by the 
black horizontal line. The length of the black horizontal line cor- 
responds to the diameter of the incident beam waist which is 0.91 
µm (FWHM). The depth of the groove in each case is 4.7 µm. 

away from that surface; Fig. 9c to focus 3.1 p.m up from the copper; 
and Fig. 9d to focus at 4.4 p.m up, i.e., almost at the top surface. 
The head-on contamination line photograph of Fig. 9a for the focus 
near the bottom surface of the photoresist shows a strongly tapered 
nonreentrant groove profile. In Figs. 9c and 9d, the contamination 
line disappears along the sidewalls, and we can only guess what the 
corresponding groove profiles are. 

We can, however, generate a contamination line groove profile in 
these cases by tilting the sample about a tangent to a groove so 
that the bottom, top, and one face of each groove are exposed to the 

186 RCA Review Vol. 46 June 1985 



MASTER -GROOVE SHAPE 

contaminating beam. An SEM photograph for that face is then 
taken by tilting the sample about both a radial and a tangential 
axis. Figs. 10a, 10b, 10c, and 10d were made in this manner to 
display the profile of the face of the groove nearest the substrate 
center. This complete procedure was repeated again to generate the 
photographs of Figs. lla, 11b, llc, and 11d, which show the face 
nearest the outside radius. From such a set of photographs, it is 
possible to obtain information that is adequate to establish where 
the optimum focus position is. However, because it is extremely 
difficult to set up angles in the SEM precisely, both for the contam- 
ination line scans and for the subsequent viewing, and because 
there are inherent distortions in the SEM scan, the technique de- 
scribed above is inadequate to establish groove tilt to the 1° reso- 
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Fig. 10-Contamination line view of side of groove face nearest center of 
disc for grooves corresponding to those of Fig. 9. 
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Fig. 11-Contamination line view of side of groove face nearest outer 
radius for grooves corresponding to those of Fig. 9. 

lution required. To circumvent these limitations, the method de- 
scribed below for precise evaluation of the groove profile was de- 
veloped. 

6.2 Cross -Sectioned Samples 

This second method of groove profile evaluation consists of cutting 
a small radial strip from the gold -covered nickel master, electro- 
plating a few mils of nickel onto this gold layer, and then standing 
this strip on edge with the radius horizontal. The sample is potted 
in epoxy and allowed to cure. It is sawed, again along a radius, and 
the sawed surface is polished to present an edge view of the grooves. 
The polished surface is then etched with a gold etching solution 
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that does not attack the nickel. The polished surface is thus trans- 
formed into a deep relief structure in which the groove profile is 
easily seen using an optical microscope and can be accurately mea- 
sured using a scanning electron microscope. 

In Fig. 12 we see explicitly the groove profiles corresponding to 
the four focus conditions described for Figs. 9, 10, and 11. Note that 
a single head-on view now gives us the complete profile, even for 
the case of re-entrant grooves. A study of the re-entrant grooves on 
the test master is useful to establish focus and groove tilt, but a 
metal part containing grooves of this shape could not be replicated 
without damage during separation. Notice also the hole clearly vis - 
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Fig. 12-Sectioned profiles of the grooved replica described in Fig. 9. 
Again, the position of each horizontal line corresponds to the 
focal plane of the incident laser beam and its length corresponds 
to the diameter of the beam waist of 0.91 µm (FWHM). 
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ible in the center of Figs. 12d and 12c and just visible in 12b. For 
a re-entrant structure, a conformal electrodeposition will produce 
such a void. In the real case, the deposition usually occurs more 
rapidly at sharp edges (that are sticking into the bath), so that deep 
and narrow vertical walled structures, or even slightly tapered ones, 
can also be expected to generate these voids. 

Figs. 9-12 show one major effect of the change in focus for one 
particular laser power, collimating -lens focal length, photoresist 
thickness, and substrate reflectivity. An experimental determina- 
tion of an large number of groove shapes for various possible com- 
binations of the above variables would obviously be extremely te- 
dious. For this reason and in order to more fully understand the 
exposure/development process, we have developed a theoretical 
model to explore the range of parameters relevant to keel -lap mas- 
tering. The purpose of this analysis is to provide some guidance for 
experimental efforts. The basic physical/chemical aspects of deep 
resist recording are not sufficiently understood to allow the use of 
the model developed here for the precise specification of the process 
parameters that produce a desired relief pattern, but it does yield 
useful information about how the recording and development pa- 
rameters affect the shape of the relief surface. 

7. Theoretical Model 

The etch model used as the basis for our calculations assumes (a) 
that the exposure is via a Gaussian beam scanned uniformly across 
the surface, (b) that local etching proceeds normally to the etch 
boundary, and (c) that the evolution of the boundary can be ade- 
quately described by the numerical integration of a set of difference 
equations. Each of these aspects is discussed in some detail below. 

7.1 Laser Exposure Pattern 

The incident beam inside the resist layer is assumed to be described 
in regions away from the focal plane by the more complete Gaussian 
expression 

E1 (p, z) = Al 
w(z) 

exp 
(w2z) + 

j 4 (p, z) 

Here Ej(p,z) is the field amplitude described in terms of a cylindrical 
coordinate system, p = Vx2 + y2; Al is the amplitude normalization 
constant; 4(p,z) is the phase function; wo is the beam waist; 

[8] 
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w(z) = wo V1 + (z/zo)2; [91 

z is the distance from the waist along the beam direction; 

zo = Trw021X; [10] 

and is the wavelength of the exposing light in the photoresist. 
The phase function 4(p,z) can be shown to be8 

2 

(KM) = k z + 
2z[1 +(zo/z)2] - arc tan (f), [11] 

where k = 27r/X- The positions z = 0 and z = zQ are, respectively, 
the positions of focus and the air -resist interface. The effect of ab- 
sorption of the resist can be accounted for by an amplitude absorp- 
tion coefficient aA. The field amplitude is thus reduced as it pro- 
gresses through the resist according to 

Al = Ao exp [ - aA (z - z0)]. [ 12] 

We now assume that the resist is coated onto a partially reflecting 
substrate located at z = zR and having a (complex) reflection coef- 
ficient S. The reflected field configuration is simply obtained by 
making the reflection transformation substitution where z goes to 
z' = 2zR - z and noting that AR = Alz')S. We then have, for the 
reflected field, 

ER (p, z) = E1 (p, z') S. [13] 

For the typical recording arrangement, if we assume that the 
substrate is moved uniformly across the beam in the y direction, 
the total local exposure D(x,z) is found from 

D (x, z) = -r) 
1 

dy 1E1 + ER12, [14] 

where T1 is a constant proportional to the dielectric constant of the 
resist and is inversely proportional to the velocity. If the integration 
indicated in Eq. [14] is performed, the result can be conveniently 
written as the sum of three terms DI, DR, and AR due, respectively, 
to the incident, reflected, and interfering fields. Thus 

D(x,z)=D1+DR+DJR, [15] 

where 
2 

D1 (x, z) = Tl \/7A,2 
w(z) 

exp I - 2aA (z - zQ) - z) I , [16] 
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DR (x, z) = ISI2 Di (x, z'), 

2\ exp (-x2g1) 
D (x, z) = 71G (z, z') 

(g12 + k2g22)`n 
cos {I}, 

with the auxiliary expressions 

w2 
G (z, z') = ISIA/2 

w(z)w(z') 
exp ( - 2aA (zR - zo)), 

1 1 
gl - w2(z) + w2(z,) , 

z z' woe 
[211 g2 = w2(z) w2(z') 2z02 ' 

g=k(2z-2zR+x2g2)+8-(I, [22] 

8 = arc tan (kgll + arc tan (z/zo) - arc tan (z'/z0). [23] 
\g2/ 

Here chs is the phase factor of the amplitude reflection coefficient S. 

[17] 

[18] 

[191 

7.2 Local Etching 

[20] 

We assume that the local etching proceeds normal to the surface 
contour. The local etch rate (for given resist and developer formu- 
lations) is a function F(x,z) of only the local total exposure D(x,z). 
The etch velocity, V(x,z) is then a vector which is locally of the form 

V(x, z) = F (x, z) n (x, z), [24] 

where n(x,z) is the unit vector normal to the surface. The most 
commonly employed models for etching assume one of the three 
following forms: 

Fl (x, z) = C1 + C2D (x,z) [ 25] 

F2 (x, z) = C1 exp (C2D (x, z)) [26] 

F3 (x, z) = C1 + C2 Dl' (x, z). [27] 

It is convenient to refer to the functions Fl, F2, and F3 respectively, 
as the linear -with -erosion, exponential, and power -law model etch 
rates. In Eqs. [25] through [27], C1 describes the erosion rate, i.e., 
the etch rate at zero exposure, and C2 is the exposure normalization 
constant. 
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7.3 Numerical Integration Procedure 

The evolution of the resist-developer interface contour is traced by 
converting Eq. [24] to a set of difference equations that are numer- 
ically integrated. To do this, we divide the contour at time T into a 
number of segments whose end points are labeled by the integer N. 
The positions of the N points are chosen such that each of the N 
points is (straight line) equidistant from its nearest neighbors. The 
normal to the contour at point N is taken to be the normal to the 
line joining points N - 1 and N + 1. The difference equation form 
of Eq. [24] is then used to determine the position of each of the end 
points at time OT later. The new set of points is used to define a 
smooth curve using a standard spline routine. The spline routine 
requires a knowledge of the slopes of the curve at the end points, 
and in most real situations this can be done by selecting the end 
points in regions of negligible exposure where the slope is the initial 
slope of the air-resist interface. The procedure for dividing this new 
contour into the same number of equal segments is then repeated, 
and the motion of the new end points during the next time interval 
áT is again calculated from the difference equations. 

7.4 Results of Computer Calculations 

Extensive computer calculations were done using the linear, linear - 
with -erosion, and exponential models of photoresist development. 
For the linear model, C1 = 0 and the single constant C2 was chosen 
to obtain the observed development rate at the center of the beam 
of 3.0 µm/minute. In the case of the linear -with -erosion and expo- 
nential models, the constants C1 were chosen to give the observed 
erosion rate of 0.05 µm/minute. The constant C2 in the exponential 
model was then adjusted to obtain the observed etch rate at the 
center of the beam. The results of some of these calculations are 
displayed as Figs. 13, 14, 15, and 16. 

The calculations for Fig. 13 assume zero absorption in the pho- 
toresist layer and an amplitude reflection coefficient at the pho- 
toresist-copper boundary of 0.7. Fig. 13 illustrates, using the linear 
model without absorption, the effects of beam -waist size and focal 
position on the evolution of the groove. The heavy horizontal line 
in each figure is located in the focal plane and the vertical bar at 
its end indicates the position of the half -power beam -waist radius 
(FWHM/2) for the incident beam. In going from top to bottom of 
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Fig. 13-Effect of focal position and spot size on the evolution of the 
grooves during development. The computer calculations used 
the linear -model, zero resist absorption, and an interface ampli- 
tude reflectivity of 0.7. Times shown are 1 to 8 minutes at 0.5 
minute intervals. The vertical position of the dark horizontal line 
indicates the input -beam focal plane while the horizontal posi- 
tion of the end marker indicates the input -beam waist radius 
(FWHM/2). Note the foreshortened vertical scale. 
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grooves. Computer calculation uses linear model for (a), (b), and 
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absorption and an interface amplitude reflectivity of 0.7 are as- 
sumed. Times shown are 1 to 8 minutes at 0.5 minute intervals. 
The vertical position of the dark horizontal line indicates the 
input -beam focal plane, while the horizontal location of the end 
marker indicates beam waist radius (FWHM/2). Figs. 14 (a), (b), 
and (c) can also be considered as an extension of Fig. 13 to a 

larger beam radius. Note the foreshortened vertical scale. 
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resist absorption and interface reflectivity of 0.7 are assumed. 
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vertical position of the dark horizontal line indicates the input - 
beam focal plane, while the horizontal position of the end 
marker indicates the input -beam waist radius (FWHM/2). Note 
the foreshortened vertical scale. 

Fig. 13, we notice the strong effect of changing focus on the groove 
shape, which is consistent with our experimental observations. 

In Figs. 14a, 14b, and 14c, we extend the linear model to a larger 
spot size. Figs. 14d, 14e, and 14f present the results of calculations 
using the exponential model. Aside from reducing the overall groove 
height, the use of the exponential model calculations are not sig- 
nificantly different than those using the linear model. For designing 
optimum recording conditions, however, the linear model is prob- 
ably more appropriate, because the exponential model is likely to 
over -estimate the effect of photoresist nonlinearities. 

Similarly, Fig. 15 shows a side -by -side comparison of the results 
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Fig. 16-Effect of changes in resist absorption and/or resist -copper in- 
terface reflection on the evolution of the grooves. The calcula- 
tions were made with (a) S = 0.7, IA A = 0; (b) S = 0, aA = 0; (c) 
S = 0.7, aA = 0.1; and (d) S = 0, aA = 0.1. Times shown for (a) 

and (c) are 1 to 8 minutes at 1.0 minute intervals; for (b) and (d) 
are 1 to 8 minutes at 0.5 minute intervals. The vertical position 
of the dark horizontal line indicates the input -beam focal plane, 
while the horizontal position of the end marker indicates the 
input -beam waist radius (FWHM/2). Note the foreshortened ver- 
tical scale. 

of model calculations, this time for the linear model with and 
without erosion. Again, with the trivial exception of the reduction 
of the overall groove height by the linear -with -erosion model, the 
particular model used does not significantly effect the qualitative 
behavior of the groove evolution during development. 

In Fig. 16 we show explicitly how absorption by the photoresist 
and reflectivity at the photoresist-copper interface affect the evo- 
lution of the groove profile. The beam diameter and focal position 
are that of Fig. 13c, which is reproduced as Fig. 16a. The effects of 
changing the absorption, the interface reflectivity, or both are dra- 
matically demonstrated. 
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None of these calculations include the interference term of Eq. 
[18] explicitly, but since it is an oscillatory function whose average 
value is zero, the effect of neglecting this term would only be noticed 
if the calculations were carried out on a very small scale. Since we 
have often noticed the strong interference pattern that is etched 
into the resist walls, as can be seen in Figs. 9b, 10b, and 11b, some 
computer calculations seemed justified. To include such effects, 
however, the spatial grid of the numerical calculations must be 
made much finer, and when this is done the computer cost goes up 
rapidly. Thus only small development times were explored, and 
these did show the evolution of fringes spaced at approximately one 
half the exposure wavelength (in the resist). 

Thus we see that a fine balance must be maintained between 
many contributing factors to enable us to generate grooves of the 
required profile. Note also from the theoretical curves that not only 
the width but also the shape is critically affected by development 
time as well as by the other parameters discussed. 
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Measurement of the Thermal 
Resistance of Packaged Laser Diodes 

J. J. Hughes, D. B. Gilbert, and F. Z. Hawrylo 
RCA Laboratories, Princeton, NJ 08540 

Abstract-This paper describes a technique for measuring the thermal 
resistance associated with the components of a packaged laser 
diode: device chip, die -attachment material, intermediates 
(such as BeO substrate), and case -header. Results are pre- 
sented for both normal (p -down) and inverted (p -up) device 
chip mounting to case -header. The relationship between the 
thermal resistance of a packaged device and the distance from 
the p -n junction to various components of the laser diode as- 
sembly is analyzed. The effects of high -power aging on thermal 
resistance are reviewed for laser diodes with lifetimes of more 
than one year. 

Introduction 

An evaluation of the thermal behavior of a laser diode mounted on 
a heat sink is essential for laser -performance and reliability opti- 
mization. A study was made to identify the thermal resistance as- 
sociated with the chip, die -attachment material, and L -mount (case - 
header). The laser diodes used in the study are constricted double- 
heterojunction large -optical -cavity (CDH-LOC) devices.' These 
devices are high -power, single -mode lasers with 10 -p.m -wide contact 
stripes and cavity lengths of 290 µm. 

Thermal resistance, 8,c, in these devices is defined as the increase 
in the forward -biased p -n junction temperature, _STj, due to power 
dissipation, PDISS, i.e., 

8C = Tj"PDISS' 

where the subscript JC denotes the junction -to -case thermal resis- 
tance. 

Temperature is sensed by using the typical forward -voltage - 
versus -junction -temperature relationship (Fig. 1) for a forward - 
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Fig. 1-Typical relationship between forward voltage and junction tem- 
perature for a forward -biased diode driven by a small, constant 
measurement current. 

60 

biased diode driven by a constant measurement current. The mea- 
surement current (1 mA) overcomes surface leakage effects without 
heating the diode. The forward voltage (Ve) at 1 mA is measured 
over a temperature range of 30°C for each diode. The difference 
between VF1 measured at a temperature of T1 and VF2 measured at 
T2 is directly proportional to the junction -temperature increase as 
shown in Fig. 12: 

= IK(VFr - VF2)j. 

Here K is the reciprocal of the slope of the VF/TJ curve with units 
expressed in degree Celsius per millivolt. 

Fig. 2 is a schematic representation of a packaged laser diode, 
and Fig. 3 shows an electrical circuit analog of the heat flow for 

each component. Each section is modeled by a parallel R -C circuit 
having a thermal time constant to equal to the product of the heat 
capacity Co and thermal resistance O. The heat propagating from 

the junction encounters the thermal impedance of each discrete sec- 

tion while propagating to the case ambient. A steady state is 
reached when the heat capacities of the elements no longer affect 
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Fig. 2-Schematic representation of packaged laser diode. 

the flow of heat. The sum of the thermal impedances is equal to the 
thermal resistance °JA from the junction through the series pack- 
aging elements to ambient air. 

The variation in transient thermal behavior of the heat flow from 
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Fig. 3-Electrical circuit analog of thermal impedance for packaged laser 
diode. 
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a high temperature (junction) to a low temperature (case) can be 
used to measure the integrity of the individual series bonds between 
sections. The large differences (orders of magnitude) in time con- 
stants between sections allow use of electrically driven transient 
measurement techniques. 

In this circuit analogy, both radiative and convective heat flow 
and conductive heat flow through the bond wires are ignored. These 
probably represent less than 10% of the total heat -flow path in our 
devices. 

Measurement Technique 

The use of electrical -transient measurements to evaluate die -bond 
integrity has been implemented in an instrument appropriately 
named a Die Attachment Evaluator.` The instrument employs a 
three -step procedure to measure the differences in the temperature - 
sensitive parameter VF. 

(1) A measurement current of -1 mA forward current is applied to 
the diode. The forward voltage VF1 is measured. 

(2) A current pulse with controlled duration and amplitude is then 
used to heat the diode repetitively. 

(3) At the end of the heating pulse, the forward voltage VF2 at 1 

mA is again measured. 
(4) The duration of the heating pulses is then changed (in the range 

from 10 its to 10 s), and the process (steps 1 through 3) is re- 
peated. 

The difference between the voltages VF1 - VF2 is proportional to 
the change in junction temperature rise ATj. The thermal resistance 
OJX is 

OJX = OTJPDISS 

KIVF1 - VF21 

PDISS 

where the PDISs is the product of the heating current and the junc- 
tion voltage during the heating pulse. The subscript X denotes a 
distance from the junction determined by the duration to of the 
heating pulse. For example, if the heating pulse duration is equal 
to the sum of the time constants t01 + t02 (shown in Fig. 3), then 
O x represents the thermal resistance of the device plus the die - 
bond interface material. 

Sage Enterprises, Mountain View, CA, Model D.A.E. 100. 
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Measurement Data 

Both the cw threshold current and K -factor of each diode are mea- 
sured before employing the electrical -transient measurement tech- 
nique. The threshold current of the device under test is used to set 
the heating -pulse amplitude mentioned in step 2 of the measure- 
ment procedure. The heating -pulse duration to can be manually set 
or automatically swept through each pulse duration. 

Fig. 4 shows a plot of the thermal resistance values for 42 data 
points from 10-µs to 10-s pulsed duration. The data were recorded 
on a diode mounted on a gold-plated, oxygen -free -high -conductivity 
(OFHC) Cu L -mount as shown in the photograph of Fig. 5. The 
following observations can be made before identifying the location 
of the series of components in the thermal path: 

(1) The curves show a thermal relationship for the device under 
test versus time. 

60 
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Fig. 4-Thermal resistance data curve. 
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Fig. 5-L -mount package. 

(2) There are three plateaus (labeled A, B, C in Fig. 4), with the 
first plateau being much shorter in length than the other two. 

(3) The thermal time constant for the packaged device is approxi- 
mately 1.0 s.. 

Fig. 6 shows data taken on a device having three different com- 
binations of thermal path lengths. This measurement technique is 
used to identify the component of the packaged device associated 
with each plateau in the thermal transient data curve (Fig. 4). 
Curve A in Fig. 6 (initial data) was taken on a packaged device 
consisting of a diode -chip, indium solder, L -mount, and heat -sink 
copper block. Curve B was generated with the same components 
except that the L -mount was purposely misaligned in the main heat 
sink (copper block) to create a poor thermal path. Note that curves 
A and B are nearly identical out to the third plateau (2 s). Curve 
B, however, does not reach steady state due to the poor thermal 
path caused by the misalignment of the L -mount and copper block. 
In identifying the third plateau with the copper block we can con- 
clude the following: 

(1) The ambient -air plateau is not detected by our measurements 
and therefore the length of the third plateau associated with 
the copper block has not been determined. 

(2) The second plateau is associated with the thermal resistance of 
the L -mount since it is in intimate contact with the copper block. 
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Fig. 6-Transient thermal resistance for three different combinations of 
thermal path lengths. 

In curve C, both the L -mount and copper block are removed from 
the thermal path and the device is biased between two 1 -mil wires 
without any heat -sink components. The indium solder remaining 
on the chip, when removed from the L -mount, is considered to be a 
heat spreader from the chip directly to air. Curve C approaches its 
plateau at 3 x 10-5 s before thermal run -away of the junction 
temperature. Therefore, the association with the first plateau is 
related to the p metallization and indium solder. Mounting defects 
in the indium solder (voids, etc.) would result in a shorter and 
higher plateau, the length of which depends on the magnitude of 
the bond defect. 

Fig. 7 shows the relationship between the thermal resistance of 
a packaged device and the distance from the junction to various 
components of the laser -diode assembly, assuming the heat flow is 
approximately one dimensional. The correlation is approximate, but 
it avoids complicated equations relating the pulse duration to a 
linear distance scale; it requires that we know the physical dimen- 
sions of each layer shown in Fig. 2. This model assumes that heat 
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Fig. 7-Transient thermal resistance versus linear distance from junction 
to heat sink. 

generation starts in the active layer (x axis = 0.1 rim) and heat 
flows straight through without spreading. The length of each layer 
is graphically shown along the x axis of Fig. 7 with the thermal 
resistance curve from Fig. 6. Although the appropriate thermal con- 
stants of each material are different, we can see that the plateaus 
in this graph occur at the expected locations. One observes good 
agreement between each plateau and the physical location of the 
components (indium and L -mount) identified in our study. This 
crude modeling is effective up to the beginning of the plateau as- 
sociated with the L -mount. It fails to correlate with either the 
length of the L -mount or the copper blocks, because heat spreading 
in these components is not equivalent to that in a one-dimensional 
model. However, our analysis can be used to identify the compo- 
nents along the first and second plateaus of the data curve. 

Theoretical thermal resistance values have been reported by 
Manning3 on laser diodes with similar parameters to those in this 
study; they are 12°C/W for the diode chip, 6-11°C/W for the indium 
solder bond (depending on the thickness), and 7°C/W for the copper 
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heat sink. In our analysis, the first plateau of the data curve rep- 
resents the total values (18-23°C/W) of the chip (12°C/W), metal- 
lization, and indium solder (6-11°C/W). The second plateau in- 
cludes the additional 7°C/W of the L -mount (inserted in the copper 
heat sink) for a total of 25-30°C/W for the packaged device. 

We also examined the thermal effects of a beryllium oxide (BeO) 
intermediate, mounted between the laser diode and the L -mount. 
This structure has the following advantages in the packaging pro- 
cess: 

(1) It avoids stress -induced degradation because of the matching 
thermal expansions between GaAs and BeO. 

(2) The intermediate substrate (Be0 chip) makes laser diode align- 
ment for optical -fiber coupling easier. 

The penalty for using this low -thermal -conductivity material is an 
additional thermal resistance of approximately 11°C/W in the 
thermal path from junction to case.4 

Fig. 8 shows the position and length of the Be0 substrate (6 mils 
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thick) in the thermal path from junction to copper block. There is 
an increase of approximately 14°C/W from the first to the second 
plateau due to the addition of the BeO substrate. Note that this 
increase in thermal resistance is located over the BeO block shown 
on the x axis of the graph. 

P -up Mounted Devices 

The electrical -transient measurement curve for a p -up mounted de- 
vice is similar to the data curve shown in Fig. 8. The GaAs substrate 
of the device chip behaves as an intermediate between the active 
region and the case -header, but has 2-3 times higher thermal re- 
sistance than BeO. For low -power or pulse -operated devices, this 
thermal penalty is outweighed by the following advantages: 

(1) Optical obstructions and reflections caused by the die -attach- 
ment material and L -mount are minimized, because the emitting 
layer is removed from the mounting area. 

(2) Solder voids on the p -side of the device are avoided, since only 
an electrical connection is required on the p -surface stripe con- 
tact. 

(3) Alignment requirements for making a planar connection be- 
tween the optical -cavity output area and the edge of the case - 
header are reduced to more reasonable tolerances. 

Fig. 9 shows the measurement curves for p -up (inverted) and p - 

down (normal) mounted devices. Note that the first plateaus of both 
curves have approximately the same thermal impedance. The in- 
crease in thermal resistance caused by the inverted mounting is 
observed between the first and second plateaus, as was the case for 
the BeO intermediate. This is in agreement with our previous dis- 
cussion of electrical -transient behavior. At pulse durations less than 
10 µs, the heat dissipated within the wafer and the junction (active 
layer) through the p -side thermal path remains the same regardless 
of the orientation used in mounting the device. In effect, the junc- 
tion -to -case -header thermal path for p -up mounted devices is from 
the active region toward the p -surface metallization and thick in- 
dium solder used to attach the connecting wire. The heat flows up 
to the indium solder, which acts as a heat spreader, and down 
through the device over a larger area to the L-mount.5 

Thermal Resistance Versus High -Power Aging 

Fig. 10 shows the thermal -resistance curves for a laser diode aged 
at 20 mW, 30°C. Each progressive curve (0, 4000, and 12,000 hours) 
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shows an increase in the thermal resistance value of the first pla- 
teau, which correlates with the p -side Au metallization and die - 
attachment material (In) of the device. The indium solder reacts 
with the Au metallization to form an intermetallic compound of 
high thermal resistance. After 12,000 hours of continuous operation 
the first plateau has changed about eighty percent. A more drastic 
example can be seen in Fig. 11 for a device that failed after 5000 
hours. Curve B is the 12,000 -hour curve from Fig. 10, repeated for 
comparison. It is believed that, in addition to formation of an in- 
termetallic compound (Au-In), the migration of In solder into the 
Au metallization leaves voids under the diode. These voids lead to 
the formation of hot spots in the active volume of the laser. The hot 
spots enhance bulk degradation of the AIGaAs active layer which, 
in turn, leads to failures. 

Curves similar to those resulting from the formation of an inter - 
metallic compound can be found in initial tests of laser diodes be- 
cause of poor fabrication processes. Here high thermal resistance 
occurs at t = 0 h rather than after thousands of hours. The time to 
failure for such devices is of the order of 10-100 hours. Early fail - 
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10 

ures of this type are characterized by poor adhesion of the metal- 
lization or oxide coating on the p+ -GaAs cap layer shown in Fig. 2. 

Discussion of Data 

Our study has shown an accurate method of tracking the thermal 
characteristics of a packaged device as a function of time or distance. 
The thermal -resistance measurements obtained by use of the Die 
Attachment Evaluator were compared to a null technique used to 
determine thermal resistance from the longitudinal -mode wave- 
length, as described by Paoli.6 In that measurement, use is made of 
the increase in wavelength caused by cw heating of the active region 
and the reduction in heat -sink temperature necessary to return the 
wavelength to its value at the same pulsed current. Typical data 
for a CDH-LOC device showed a 2.43 Á/°C change in the longitu- 
dinal -mode wavelength for a temperature rise of 30°C (20-50°C). A 
shift in wavelength of 17 A was found between pulsed and cw op- 
eration for an input power of 125 mW at 20°C heat -sink tempera- 
ture. The thermal resistance value obtained by use of the null tech - 
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nique was approximately 55°C/W. The thermal resistances 0 jc 
found by the null technique (50-57°C/W) and thermal -transient 
measurements (35-45°C/W) are in fair agreement. 

Summary 

Our analysis has been particularly useful in determining the integ- 
rity of the die -bond material and the thermal -resistance increase 
attributed to intermediates used to match the linear expansion coef- 
ficient of GaAs. Although the duration of the measurement pulse 
(10 µs) is too long to detect the junction -to -chip thermal resistance, 
the value of the first plateau puts a limit on the chip contribution 
in the thermal path from junction to die -bond material. For ex- 
ample, consistently high values of thermal resistance at initial test 
in the first plateau for devices from the same wafer with indium - 
solder or p -up mounting indicate fabrication problems. On the other 
hand, consistently high values of thermal resistance for a particular 
die -attachment material as compared to a consistently lower ref- 
erence value obtained with indium as a die -bond material indicate 
a poor bond or damage to the chip during the bonding process. 
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The increase in thermal resistance attributed to an intermediate 
between the diode and case -header is detected between the first and 
second plateaus of the thermal transient curve. Also, when a large 
sample population is used, the difference in the thermal -resistance 
value attributed to the die -attachment material can be determined 
by measuring the difference between the first and second plateaus. 
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A Comparison of the Flux -Corrected 
Transport Method with Other 
Low -Dispersive Schemes for 
the Two -Dimensional Linear 
Advection Equation 

Harvey P. Miller 
RCA Government Communications Systems Div., 
Camden, NJ 08102 

Abstract-The flux -corrected transport (FCT) method developed for com- 
pressible, nonlinear flows is compared with other low -disper- 
sive, explicit, finite -difference schemes for the two-dimensional 
linear advection of a 2-D Gaussian initial temperature distribu- 
tion of varying half -width. The flow field is specified a priori as 
consisting of a slowly varying, oscillating, uniform x compo- 
nent of velocity and a constant y component of velocity. The 
artificial numerical effects of diffusion (dissipation), dispersion, 
and anisotropy are discussed, and numerical results for both 
one-dimensional and two-dimensional linear advection prob- 
lems are presented. Also discussed are applications of the 
theory to thermal dispersion of surface discharges of once - 
through condenser cooling water in estuaries and at coastal 
sites and to direct jet impingement for cooling high -heat -flux 
electronics components. 

1. Introduction 

The flux -corrected transport (FCT) method for significantly re- 
ducing numerical dispersion in convection -dominated, compres- 
sible, nonlinear flows has been developed by Boris et al.1-3 Miller 
et al4 simplified the FCT method for solving the linear problem of 
thermal dispersion* in a convection -dominated, two-dimensional, 

Thermal dispersion refers to the process of forced convection -thermal diffusion, 
that is, combined advection-diffusion. 
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incompressible flow field for the special case of a slowly varying 
oscillating component of velocity in the x direction and a constant 
component of velocity in the y direction. An explicit FCT method 
for these simplified flow conditions has been compared by Millers 
with various other low -dispersive, explicit, finite -difference schemes 
for the one-dimensional example problem of the incompressible 
forced convection of an initially square -wave distribution of the 
transported fluid property. The simplified FCT method has also 
been compared with methods by Fromm,6 Leith,7 and Godunov.8 It 
is clear from this numerical comparison that the FCT method is the 
best choice for eliminating numerical dispersion for a square test 
wave. 

A better comparison of the FCT method for a square test wave, 
however, would be with comparable convective approximations, 
such as Fromm's monotonic scheme by VanLeer,9 which is also for- 

mally second -order accurate. Forester10 provides an extensive com- 

parison for the one-dimensional linear advection problem using a 

square wave and a sharply peaked Gaussian distribution of half - 
width 2áx and a Courant number of 0.1. Zalesak11 presents a new 

algorithm for implementing the critical flux -limiting stage in multi - 
dimensions without resorting to time -splitting; the clipping phe- 
nomenon associated with the original FCT flux -limiter is also elim- 
inated or alleviated. Note, that Zalesak also used a Gaussian 
distribution of half -width 2áx with a Courant number of 0.1 to il- 
lustrate the improvement of the new flux -limiter, which results in 

reduced clipping as compared with the original flux -limiter of Boris 
et al. Thompson12 notes that a further reduction in clipping is pos- 

sible in one dimension by projecting the provisional solution values 
to form peaks between grid points and including these peaks on 

either side of the point in question in the determination of the ex- 

trema.11 Zalesak13"4 presents the results for the linear advection of 
a square test wave using various low -order and high -order schemes 
for the FCT algorithms, as well as for tests of linear advection using 
FCT algorithms for the sharply peaked Gaussian distribution of 
half -width 2áx used by Forester. A noted increase in accuracy is 

observed as the order of the spatial derivatives is increased. 
The computational noise, i.e., short -wavelength spatial oscilla- 

tions occurring near steep gradients, can be controlled by filters 
that smooth out the oscillations (referred to as dispersion "wiggles" 
by Greshol5) by selectively applying large local dissipation, i.e., ar- 
tificial diffusion. The Shuman filter was used by Vliegenthart16, but 
he applied too much diffusion for realistic use. The switched 
Shuman filter was applied in a hybrid scheme by Harten and Zwas17 
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and by Harten and Tal-ezer18 in second- and fourth -order schemes 
of the Crank -Nicholson type to control oscillations occurring with 
shocks. In Ref. [12], Thompson summarizes current research on the 
use of filters.10,19-22 

The FCT method with filtering was applied by Weber et aí23 using 
the original flux -limiter, and the FCT method employing time -split- 
ting was used by Anderson.24 VanLeer25 gives a flux -limiter that is 
more compact than that used in the original FCT algorithm and 
compares it to the FCT limiter for convection of a triangular wave. 
The clipping phenomenon characteristic of monotonicity-preserving 
algorithms26 is still observed, but the VanLeer limiter does give a 
somewhat smoother solution. The monotonic Fromm scheme intro- 
duced by VanLeer9 uses Fromm's second -order composite scheme,6 
which is formed as an average of schemes with lagging and leading 
phase error (so-called method of zero average phase error), and is 
made monotonic by including a flux -limiter composed of nonlinear 
feedback terms. As noted by Thompson, the diffusion is naturally 
increased, but dispersion oscillations (or wiggles) are virtually elim- 
inated in the monotonic form. VanLeer26 determined that the min- 
imum artificial diffusion for second -order methods corresponds to 
that in the Lax-Wendroff method,27 which reduces to Leith's 
method7 for linear advection. VanLeer also determined the min- 
imum artificial diffusion required for monotonicity. This corre- 
sponds to the first -order Godunov method. 

After a review of the above -mentioned studies, it was decided to 
compare the simplified FCT method in two dimensions using time - 
splitting with the original method by Fromm,6 Leith's method,? and 
Godunov's method.8 The initial distribution is a two-dimensional 
Gaussian with half -widths of 2zx, 4.1x, and 8ár (note, áx = ay). 
The advection field consists of a uniform, slowly varying, oscillating 
x component of velocity, and a constant y component of velocity. In 
Sec. 3 of this paper, Fromm's scheme is extended to this case of an 
oscillating x -component of velocity, and the two-dimensional solu- 
tion is obtained for all the explicit schemes by time -splitting. In Sec. 
4, the four explicit finite -difference schemes are then compared (1) 
qualitatively in terms of dissipation (or diffusion) and dispersion 
(wiggles) of the resulting convected, two-dimensional, Gaussian dis- 
tributions of varying half -width and (2) quantitatively in terms of 
the L1 -norm for measuring error in different -size regions in the 
regular cartesian grid system. 

2. Governing Equation for Thermal Dispersion 

The incompressible, two-dimensional dispersion of heat in a tur- 
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bulent uniformly varying flow field can be expressed in cartesian 
coordinates as4 

aT aT aT a2T 2 

at+uax+vay -BXax +By 2+S. ay 

The left side of Eq. [1] represents the convective change upon T, 

and the right side represents turbulent eddy diffusion and a source 
term. Definitions of symbols in Eq. [1] and throughout the paper 
are given in the Appendix. With appropriate initial and boundary 
conditions, Eq. [1] describes the thermal dispersion in a particular 
domain of interest. For a slowly varying, uniform velocity field (u,v), 

Eq. [1] need not be cast into the conservative form,28 although Boris 
et al developed the FCT method for a system of nonlinear, com- 
pressible conservation equations. Note, the source term S does not 
affect numerical stability and convergence in thermal dispersion 
models, and, therefore, it will not be considered here. 

For problems where convection dominates eddy transport, Eq. [1] 

reduces to the linear hyperbolic equation29 

aT+aTva 
[2] 

at axx ayy 

where, for a uniform flow field, the incompressible form of the con- 
tinuity equation is identically satisfied. The momentum equations 
need not be solved simultaneously, provided the temporal variations 
of u and v are known a priori. For the convection -dominated linear 
thermal -dispersion equation presented here 

u(t) = u sin (wt) [3] 

v = cr. [4] 

[1] 

Hence, the linear advection problem is to be solved numerically for 
a slowly varying, oscillating x component of velocity and a constant 
y component of velocity. The thermal dispersion of the two-dimen- 
sional Gaussian initial -temperature distribution is given by 

T(x, y, t = 0) = Tx + exp{ - r2/L'2}, [5] 

where 

r2 = (x - x0)2 + (y - Yo)2 [6] 

T(xo, Yo, t = 0) = T,». [7] 

= - - TX. [8] 

The boundary conditions for the regular cartesian grid system used 
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are assumed to be the adiabatic thermal condition on both x and y 
boundaries. 

3. Method of Solution 

A two-dimensional regular cartesian grid system in (x,y) is estab- 
lished, where ..1x = _Sy. Fig. 1 illustrates the regular rectangular 
grid system, where a node -numbering matrix, MAR(/,J), is used for 
computational convenience in selecting differencing schemes for in- 
terior nodes, corners, and x and y boundaries.30 The corner and x 
and y boundaries identified by MAR I,J) = 1, 2, 3, 4, 5, 7, 9, 10 are 
considered adiabatic. Following Roache,31 the adiabatic lateral wall 
(or open boundary) conditions are specified as zero -gradient, i.e., on 
x and y boundaries, 

T. = T.+1. [91 

Eq. [21 has been solved using forward -time explicit finite -differ- 
ence schemes following Boris et a1,2 Fromm,6 Leith,? and Godunov.8 
The dominant transport process, upon which the integration time - 
step, _St, is based for an explicit scheme is 

.St = MIN(Stex, .Xtcy) [10] 

where t 1 x 
2 u,,,. 

1 Ay 
.5tc , - y 2 max 

[12] 
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3.1 The Simplified FCT Method in Two Dimensions 

The explicit FCT method2 for convection -dominated thermal dis- 

persion can be simplified for incompressible, two-dimensional flow 

for a slowly varying uniform velocity (specified a priori) by using 
time -splitting in two steps.4 For the x cycle, using the Boris et al 
notation, 

1 
F7 112 = 8 (T7+1 - Ti) [13] 

F¡ = Ti + (f2+42 - fi -'/2) [14] 

E = 2 ± u7 (At Ax) [15] 

Q% = 1 1(/+1 + E/) [16] 

Qi+1 = 1 - (21- [17] 

F¡ = 4(Q1-)2fi+42 - 4(Q7)2f7-92 + Qi (T7) + Qi (T7) [18] 

WI =Pr/ -F¡ 119] 

SF" 1/2 = F¡d 1 - F¡d [20] 

11+42 = f?+In i 8 (8Fi+I - SF¡) 

fi+2 = SGN(f ¡+,/2) MAX{0, MIN[SGN(f1+,/2) SF¡ 112, 

SGN(f 1+42) F ¡ 2/2]} 

[21] 

[22] 

TI +1 = F%d - (ÍIÍ+42 -f Í-42) [23] 

The operator L[T7, u¡, fix, fit] is introduced to denote Eqs. [13] 
through [23], which advances {T7} by a time step .it on a grid 
spacing dx. Then for the x cycle, 

T7+1 = LET¡, u7, Ax, At]. [24] 

The x half cycle and the x whole cycle have been reduced to a one- 
step x cycle by considering that vx° = uxhx = u over a time step, .fit, 

for a uniform slowly varying x component of velocity. Similarly, by 

considering vyx = vyhy = u for a constant or uniform slowly varying 
y component of velocity, the y half cycle and the y whole step2 have 
been reduced to a one-step y whole step as follows: 

TV' = L[T¡+1 v5, Ay, hit]. 125] 
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3.2 Fromm's Method in Two Dimensions 

The explicit Fromm method of zero average phase errors for a uni- 
form flow field can be extended to solve the two-dimensional linear 
advection problem with an oscillating x component of velocity as 
follows: 

aÍ,l an Un t 
Ix 

VC _St 
R% = Rn - y . 

Then, for a > 0, 

an 
1\1. - Ti, + 4 (Ti -1,J - T7+1. 

(an)2 
+ 

4 
(T¡ -1,J - 2T% + Thu) 

(a")2 - 2an 
+ 

4 
(T2-2. - 27'7_1,7 + Ti), 

+ T¡- 2. - T%) 

and for a<0, 
a" 

= Tín + 4 (T7-1 -Ti11 + T¡ - Ti+2,) 

(an)2 
+ 

4 
(T/-1, - 2Tb + Ti1) 

(a")2 + 2a" 
+ 4 (T¡J - 271+ 1, j + T;1+ j). 

Then, for 13 > 0, 

n 

TV/1 = Tr + 4 (Tr -1 - 11.+1 + Tl-2 - Tl) 
( Rn)2 

+ 4 
(Tm -1 - 21'm+ Tl+1) 

(R92 2Rn 
+ 

4 
(Tr. -2 - 21.11-1 + T11). 

1261 

1271 

128] 

[291 

[301 

The tilde in Eqs. [281, 1291, and 130] indicates fractional time -step 
values resulting from the oscillating x component of velocity, which 
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causes convection in the x direction. Then, by conventional time - 
splitting, convection in the y direction for v = c1 (>0) is given by 

Eq. [30] for advancing the solution over one time step, nt. Strang -32,33 

gives other time -splitting methods, but there appeared to be no need 
in this study to implement these methods. 

3.3 Leith's Method in Two Dimensions 

The Lax-Wendroff method27 for reducing numerical dispersion re- 

duces to Leith's method7 for the linear advection Eq. [2] in two 

dimensions for a uniform slowly varying velocity field (u,v). Leith's 
method with time -splitting is given as 

L2 111,1 = T%J -2 (T7+1,1 - 77-1,1) 

n 2 

+ 
(2) 

(Ti+1.J - 2T7J + Ti -1J) [31] 

and, 

(1/.J+1 - Tt.I-1) 

(Rn)2 

+ 2 (Ti.J+1 - 2Tr,J + Tu -1). [32] 

Leith's method is a one-step, two -level, second -order accurate 
method. The one-dimensional version has been given by Noh and 
Protter.34 For convection ín the x direction, the Courant number a" 

= unát/dx can be regarded as an interpolation parameter.31 For an 

= a = 1, no grid interpolation is required and the exact solution 
would obtain. The numerical stability restriction NORM(a) _1 is 

required to ensure interpolation between adjacent grid points, I + 

1) and (I - 1), rather than extrapolation. Also, for 13" = R = vnnt/ 

áy = cant/áy, which is less than unity for this study, the y com- 

ponent of convection satisfies the numerical stability criterion. 

3.4 Godunov's Method in Two Dimensions 

The Godunov double -sweep method8'35 is quite similar in form to 

the two-step Lax-Wendroff method except that át/(2 ,1x) is replaced 
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by At/Ax, and .1t/(2Xy) is replaced by At/Ay. For a uniform -veloc- 
ity field, Godunov's method with conventional time -splitting is 
given as 

an 

Tt - Tr" -2 (T7+1,J -T7 -1,J) 

+ 
(a92 (77+ - 2Tb + 77 _1,j) [33] 

and, 

T7 1 = T - (T1,j+1 

+ (13n)2 (T1.á+1 - 21,1,a + 1,1. 
-1). [341 

This method is a first -order explicit finite -difference scheme in At, 
but as will be illustrated in a numerical example of the two-dimen- 
sional linear advection of a two-dimensional Gaussian initial tem- 
perature distribution of varying half -width (2.1x, 41x, 8&), Godu- 
nov's scheme does possess better dispersion -reducing properties 
than Leith's scheme. However, this is shown to be offset by the 
additional artificial diffusion added, which causes significant dis- 
sipation (or diffusion) in the region of steep gradients of the two- 
dimensional Gaussian distribution. 

4. Results and Discussion 

Miller et al4 constructed a numerical example using the case of one- 
dimensional thermal dispersion with a specified, uniform, slowly 
varying, oscillating x component of velocity for the incompressible 
forced convection of an initially square -test -wave distribution of 
temperature. In the study, an explicit FCT method in one dimension 
was compared with a conventional upwind differencing method. Sig- 
nificant dissipation (or diffusion), of the numerical solution is shown 
for the upwind differencing scheme in one dimension, whereas this 
severe dissipation was not evidenced by the explicit FCT method.4 

In another numerical study, ' Tillers compared the explicit FCT 
method in one dimension, for the same square test wave, with the 
low -dispersive methods of Fromm,6 Leith,? and Godunov.8 The re- 
sults of that numerical example are shown in Fig. 2 for the forced 
convection of an initially square test wave for the transported fluid 
temperature. The values of grid size, time step, turbulent eddy 
thermal diffusivity, oscillating x -component of velocity,36 and initial 
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FLUX -CORRECTED TRANSPORT 

77.7 

77.6 

77.5 
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, 
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T(°F) 
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77.3 

77.2 

77.1 

77.0 

I(X-DIRECTION) 

i - I BORIS 
II 

'---- 
,',-,.1 ----FROMM ----FROMM 

---LEITH fí.7 ` 
i 

/ / 6 HRS 
;\1 

/ `, 
26 28 30 

IV -DIRECTION) 

Fig. 2-One-dimensional comparison of FCT method with other low -dis- 
persive schemes (.fit = 6 min). 

temperature profile for this one-dimensional linear advection 
problem are given as* 

Ox = 2025 ft (617.2 m) 
át = 360 sec 
Bx = 6 ft2/sec (0.56 m2/sec) 
u = 1.0 sintut, ft/sec (0.3 sintut, m/sec) in which, 

w = 27rf = 27r/12 (rads/hr) 
T(x, t = 0) = 77.5°F (25.3°C) for 17 = 126 
T(x, t = 0) = 77.0°F (25°C) elsewhere. 

As can be seen in Fig. 2, only the explicit FCT method eliminates 
the dispersive effects exhibited by the three other low -dispersive 
methods (Fromm, Leith, and Godunov). Fromm's methods yields the 
least dispersion of the three; Godunov's methods is next in mini- 
mizing dispersion; and the most dispersive is Leith's method.? 
Again, Forester'° indicates that VanLeer's monotonic Fromm 
methods would be a strong competitor with the explicit FCT method 

* These values of current and eddy diffusivity were taken from an existing field data 
base for a convection -dominated coastal site.36 
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for the one-dimensional linear advection of an initially square test 
wave. 

The distortion of the numerical solutions in the neighborhood of 
the end points is shown in Fig. 2. A similar distortion was indicated 
by Boris et all for a square test wave. Sod29 points out that there is 
a minimal numerical diffusion across the contact discontinuity with 
each time step, causing the contact discontinuity to be smeared in 
the course of the calculation. With the square -wave distribution, 
the clipping phenomenon that plagues most versions of FCT is of 
minor significance. 

In this paper, the simplified FCT method in two dimensions, 
using conventional time -splitting for the linear advection Eq. l21 
for incompressible flow, is compared with the original method by 
Fromm, Leith's method, and Godunov's method for predicting the 
linear advection of a two-dimensional Gaussian initial temperature 
distribution of varying half -width (20x, 40x, 8.1x). VanLeer's mono- 
tonic Fromm method9 was not included, since results showed that 
the original Fromm scheme without flux -limiting was a good choice 
for the linear advection problem for steep gradients and exhibited 
negligible oscillations (shown by the isotherm contours in Figs. 3- 
8). Furthermore, as pointed out by Thompson,12 VanLeer's flux - 
limiter increased diffusion of steep gradients, although dispersion 
effects were virtually eliminated. Zalesak's11 fully multidimen- 
sional FCT would have improved the clipping exhibited by the sim- 
plified FCT method presented in this study. However, presenting 
these numerical results indicates that time -splitting the Book et al2 
transport operator for this linear advection problem does not result 
in the computational difficulties experienced by Zalesak.11,37 

The important distinction to be noted ín this linear advection 
problem is that each of the terms of the continuity equation are zero 
for this case. Therefore, the numerical difficulty of generating non- 
physical temperatures (severe undershoot and overshoot of temper- 
atures,38), which were traced by Zalesak to the false compressibility 
of the incompressible fluid when seen in each of the splitting direc- 
tions (i.e., au/ax 0 and ay/ay 0 0, which yields nonvanishing di- 
vergence when seen in the x and y splitting directions) did not re- 
sult. For this linear advection problem, 

au ay 
ax ay - 0' 

and, hence V V = 0 is satisfied in each direction. This is an im- 
portant distinction and was the reason for using the time -split ver- 
sion of FCT for this study. A further comparison can be made with 
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FLUX -CORRECTED TRANSPORT 

Leith's method and Godunov's method to indicate12 minimum nu- 

merical diffusion required for second -order methods (víz., Lax-Wen- 
droff or Leith) and the minimum numerical diffusion required for 
monotonicity (viz., the first -order Godunov method). Total variation 
diminishing (TVD) schemes, as introduced by Harten39 and recently 
reviewed by Sweby,40 when extended to two dimensions may be 
reduced to first -order accuracy.41 Therefore, there appeared no need 
to include them in this comparison. 

For linear advection of the two-dimensional Gaussian initial tem- 
perature distribution, the same values of grid size, time step, and 
x -velocity component are used as in the previous example for linear 
advection of an initial square wave of temperature. In addition, a 

uniform rectangular grid is considered (i.e., Ox = ..y) and the y 

component of velocity is included, 

v = 0.1 ft/sec (0.0305 m/sec). 

Most oscillating flow regions in a typical convection -dominated 
coastal site36 would have a cosinusoidal component of current 
normal to the shoreline corresponding to a sinusoidal component of 
current parallel to the shoreline.42 However, this example was run 
for a constant normal component of current to indicate the max- 
imum distance convected in the y direction of the thermal parcel. 
The two-dimensional Gaussian temperature distribution corre- 
sponds to a surface, or near -surface, thermal discharge for once - 
through condenser cooling43 for the following values, 

Tx = 77.0°F (25.0°C) 

AT = 43.0°F (23.9°C). 

The initial distribution is located at I = 10 and J = 10 in the 
uniform rectangular grid system, with Tn. = 120°F (48.9°C), i.e., 
the 2-D Gaussian distribution is initially centered at (x0, yo) 

Figs. 3-8 illustrate the isotherms at t = 6 hours and t= 18 hours" 
for the two-dimensional, incompressible linear advection of a 2-D 
Gaussian initial distribution of temperature. Each figure gives the 
isotherms for the four different methods (Boris, Fromm, Leith, and 
Godunov). For a half -width of 8dx (Figs. 3 and 4), the Boris et al 
scheme indicates that the 119°F (48.3°C) isotherm is gone due to 
clipping, and the 117°F (47.2°C) and 107°F (41.7°C) isotherms com- 
pare reasonably well with the exact solution (dashed contours). The 

The results are not shown at t = 12 hours and t = 24 hours, since dispersive 
effects are virtually cancelled due to the complete reversal of flow at these times. 
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97°F (36.1°C) isotherm is somewhat distorted by the right open 
boundary condition. The Fromm scheme exhibits fine results for the 
119°F and 117°F isotherms, but the 107°F and 97°F isotherms have 
been considerably distorted by the open boundary conditions. The 
Leith scheme exhibits numerical oscillations or dispersion ripples 
(wiggles) for the 119°F, 117°F, 107°F, and 97°F isotherms. The Go- 
dunov scheme indicates that the 119°F isotherm is completely dif- 
fused at t = 18 hours, but the 117°F, 107°F and 97°F isotherms 
exhibit significantly less dispersion ripples than computed by 
Leith's scheme, as was expected. 

For a steeper 2-D Gaussian with half -width of 4áx (Figs. 5 and 
6), the Boris et al scheme clipped to 109°F (42.8°C) after t = 24 
hours, which is worse than computed by Godunov's scheme. The 
107°F, 97°F and 87°F (30.6°C) isotherms are fairly good, and the 
78°F (25.6°C) isotherm is significantly distorted by the right open 
(adiabatic) boundary condition. Fromm's scheme indicated that the 
117°F isotherm diffused away after t = 15 hours and at t = 24 
hours yielded a maximum temperature of 116°F (46.7°C). The 117°F, 
107°F, and 97°F isotherms are in fair agreement with the exact 
solution as predicted by Fromm's scheme. However, the 87°F and 
78°F isotherms were indeed distorted by the boundary conditions. 
Obviously, for actual applications, a larger grid system would have 
been employed to solve this boundary problem for the broader Gaus- 
sians. Leith's scheme indicates that the 117°F isotherm is fine, but 
the 107°F and 97°F isotherms and particularly the 87°F isotherm 
exhibit dispersion ripples. The 78°F isotherm is again distorted by 
the boundary conditions. The Godunov scheme indicated that the 
117°F isotherm diffused very fast, worse than for Fromm's scheme. 
The 107°F, 97°F, 87°F, and 78°F isotherms are reasonably accurate 
and indicate significantly less dispersion than for Leith's scheme. 

The steepest 2-D Gaussian distribution of half -width 21x (Figs. 7 
and 8) indicates that the Boris et al scheme immediately clipped (or 
diffused away) the 117°F and 107°F isotherms. The 97°F isotherm 
was clipped at t = 9 hours. The 87°F and 78°F isotherms are rather 
accurate, particularly at t = 18 hours. Fromm's scheme indicates 
that 117°F isotherm is immediately diffused and the 107°F isotherm 
diffused at t = 9 hours. The 97°F, 87°F, and 78°F isotherms are 
reasonably accurate. Leith's scheme indicates that the 117°F iso- 
therm diffused immediately, and the 107°F, 97°F, 87°F, and 78°F 
isotherms exhibit dispersion ripples, again due to dispersive phase 
error. Godunov's scheme indicates also, that the 117°F isotherm 
diffused almost immediately and, similar to Fromm's scheme, the 
107°F isotherm diffused at t = 9 hours. The 97°F, 87°F, and 78°F 
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isotherms indicate some elongation in the x direction, particularly 
the 78°F isotherm. Several computer runs were made setting the y 
component of current equal to zero and resulted in short -wavelength 
anisotropy44 in the vicinity of the steep gradients. Therefore, the 
study could not ascertain, without further varying the y component 
of current, whether the elongation of the isotherms in the x direction 
is due to diffusion and/or anisotropy. 

A more quantitative measure of error would be to compare these 
four advection schemes with the exact solution using the L1 -norm. 
In discrete form, the 11 -norm for this problem is given by 

E E ABS[T(I,J) - TEx 1,J)]Oxáy 
I J 

11 = 
TEx(I,J) XxJy 

I J 

Tables 1 and 2 present the 11 -norms for the Boris et al, Fromm, 
Leith, and Godunov schemes for the 2-D Gaussian half -widths 80x, 
40x, and 20x, i.e., increasingly steeper gradients of temperature. 
Table 1 gives results at t = 6 hours and Table 2 at t = 18 hours. 

The various regions corresponding to 112, 113, 114 and 115 are given 
in the Appendix. It can be readily observed that Fromm's scheme 
is the best choice at t = 6 hours, and although Leith's scheme is 
comparable for 80x and 40x half -widths at t = 18 hours, Fromm's 
scheme again excels for the steepest Gaussian distribution, i.e., a 
half -width of 20x. The 11 -norms show that the Boris et al scheme 
compares rather well with Fromm's scheme for the steepest 2-D 
Gaussian distribution, except in the smaller regions near the center 
of the Gaussian distribution. The Boris et al scheme and Godunov's 
scheme are quite close, as would be expected since both methods 
possess strong diffusion in order to ensure monotonicity. Fromm's 
scheme exhibited negligible oscillations for this linear advection 
problem, whereas Leith's scheme did not. 

Although these numerical experiments have been performed to 
study the 2-D advection of hypothetical thermal discharges (plumes) 
for the case of once -through cooling of the condenser in fossil and 
nuclear power plants,43 the 2-D Gaussian distributions of varying 
half -width also physically represent the thermal profile upon direct 
jet impingement on high -flux, discrete, distributed, heat sources in 
modern electronics equipment.45 According to Miller and Wolfe,46 

power transistors found in radio amplifiers and power supplies often 
dissipate over 50 watts each in physical areas of less than one -half - 
inch square (0.000322 m2). Scaling of the numerical example given 
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here for a geophysical flow to that of an effective cooling technique 
utilizing direct jet impingement of high -flux electronics components 
would typically result in the following model parameters: 

Ox = = 0.05 ft (0.0152 m) 

umax = 3 ft/sec (0.915 m/sec) 
u =0 
T = 1.5 sec; w = 21r/T = 4.18 rads/sec 
.t -3msec 

5. Conclusions 

Numerical experiments have been performed using four different 
low -dispersion schemes for the two-dimensional, incompressible 
linear advection of 2-D Gaussian distributions of temperature of 
varying half -width. The flow field is specified a priori as consisting 
of a slowly varying, uniform, oscillating x component of velocity and 
a constant y component of velocity. Based upon an extensive review 
of the literature for low -dispersive advection schemes, the methods 
by Boris et al, Fromm, Leith, and Godunov were selected for these 
numerical studies. 

It is shown that time -splitting the Boris et al one-dimensional 
FCT operator does not result in nonphysical temperatures for a 
uniformly oscillating flow field, although for steep gradients the 
clipping phenomenon may not be acceptable in small regions near 
the center of the 2-D Gaussian distribution. Fromm's scheme has 
been extended to an oscillating x component of velocity and is a 
good choice for this particular problem. Leith's scheme, although 
relatively accurate, does produce undesirable dispersion ripples. Go- 
dunov's scheme, although relatively oscillation free for this 
problem, provides excessive diffusion of the solution and, generally, 
results in the worst measure of error of the four schemes. 

All four advection schemes exhibit transportive and reasonably 
conservative properties (based upon a review of Tables 1 and 2). 
Except for Leith's scheme, the results obtained indicate fairly ac- 
curate preservation of monotonicity of the solutions for tempera- 
ture. The open boundary conditions did cause some distortion of the 
broader Gaussian distributions (i.e., half -widths of 80x and 40x), 
although this did not occur for the steepest gradient (half -width of 
20x). Use of a larger grid system would be expected to alleviate this 
problem. 

The artificial numerical effects of diffusion, dispersion, and an - 
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Table 1 -11 -norms at t = 6 hours 

FLUX -CORRECTED TRANSPORT 

Code L' 112 113 11d 115 

Boris 2D Sax 0.0079 0.0048 0.0062 0.0088 
4ax 0.0085 0.0152 0.0224 0.0321 
2.x 0.0114 0.0298 0.0616 0.0868 

Fromm 2D Sax 0.0030 0.0016 0.0008 0.0007 
4.1x 0.0037 0.0058 0.0074 0.0090 
tax 0.0071 0.0163 0.0298 0.0421 

Leith 2D Sax 0.0031 0.0016 0.0011 0.0007 
4áx 0.0068 0.0124 0.0146 0.0114 
2ax 0.0146 0.0305 0.0552 0.0621 

Godunov 2D 8ár 0.0047 0.0041 0.0052 0.0056 
4ax 0.0086 0.0137 0.0185 0.0216 
2ax 0.0125 0.0281 0.0499 0.0661 

isotropy have been discussed. The proper choice based upon the /1 - 

norms would be Fromm's scheme, but the Boris et al scheme per- 
formed rather well for this 2-D linear problem, except near the 
center of the 2-D Gaussian for a half -width of 2,1x. 

These low -dispersive 2-D advection schemes have been applied 
(1) to thermal dispersion (considering forced convection only) of a 
surface discharge located offshore at a convection -dominated coastal 
site, and (2) to an electronics cooling technique. Note, that these 2- 

D advection methods can also be applied to three-dimensional time - 
dependent incompressible flows where it is necessary to consider 
steep gradients of some transported fluid property.47-49 This appli- 

Table 2 -11 -norms at t = 18 hours 

Code L' 112 113 114 115 

Boris 2D 8ax 0.0250 0.0122 0.0094 0.0160 
41x 0.0146 0.0238 0.0293 0.0523 
2ax 0.0152 0.0394 0.0727 0.1302 

Fromm 2D Sax 0.0067 0.0024 0.0022 0.0023 
4ax 0.0083 0.0111 0.0157 0.0229 
2ax 0.0131 0.0302 0.0479 0.0810 

Leith 2D 8áx 0.0063 0.0026 0.0013 0.0007 
4.x 0.0080 0.0129 0.0151 0.0122 
2ax 0.0157 0.0336 0.0602 0.0705 

Godunov 2D 8ax 0.0112 0.0119 0.0149 0.0158 
4áx 0.0178 0.0246 0.0396 0.0512 
2ax 0.0172 0.0401 0.0636 0.1071 
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cation is particularly apt if horizontal diffusion is negligible50 and 
vertical transport processes do not dominate, e.g., in relatively deep 
estuary or coastal geophysical flows where the horizontal advection 
currents are strong. 

A numerical study of direct jet -impingement as a viable cooling 
technique for high -flux electronics heat sources is difficult because 
of the multiplicity of discrete, distributed, high -flux components. 
However, valuable information can be acquired by applying the 
results given here to one-dimensional and two-dimensional linear 
advection of the jet thermal profile. 
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Appendix- Nomenclature 

Bx 
B,, 
cl 

f 
ll 
112 

113 

114 

115 
L' 
S 
T 
t 
u 
U 

.t 
zit 

w 

= Turbulent eddy transport coefficient in x direction, m2/sec 
= Turbulent eddy transport coefficient in y direction, m2/sec 
= Constant value of y component of velocity, m/sec 
= Frequency of tidal cycle, 1/sec 
= Discrete form of (continuous) L1 -norm 
= 11 -norm for region of size 14Áx by 144 
= 11 -norm for region of size 81x by 8Ay 
= 11 -norm for region of size 4,1x by 4..1y 
= 11 -norm for region of size 21x by 2Ay 
= Half -width of 2-D Gaussian distribution 
= Source term in convection -diffusion equation, °C/sec 
= Temperature, °C 
= Time, sec 
= x component of velocity, m/sec 
= y component of velocity, m/sec 
= Time step, sec 
= Grid size in x direction, m 
= Grid size in y direction, m 
= Angular frequency of variation of x component of velocity, 

rads/sec 
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Subscripts 

cx = Convection in x direction 
cy = Convection in y direction 
EX = Exact value 
I = Grid index in x direction 
J = Grid index in y direction 
max = Maximum value of quantity 
w = Boundary value of quantity 

= Ambient condition 

Superscripts 

c = Flux corrected 
d = Diffused 
n = Time level 
t = Transported 
td = Transported and diffused 
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Optoelectronic Performance Issues in 
Fiber -Optic Communications* 

D. J. Channin 
RCA Laboratories, Princeton, NJ 08540 

Abstract-This paper presents a survey of technical issues concerning 
the specification and use of optoelectronic devices and com- 
ponents in fiber-optic communications systems. It is intended 
to bring together current understanding of the performance of 
fiber-optic systems using relatively straightforward models for 
device and transmission characteristics. Where possible, for- 
mulas and graphical presentations of the phenomena are pre- 
sented. Representative observations of significant effects are 
offered as guides to the magnitude and impact of the phe- 
nomena. 

Introduction 

This paper presents a survey of technical issues concerning the spec- 
ification and use of optoelectronic devices and components in fiber- 
optic communications. It is divided into five sections. Sec. 1 dis- 
cusses overall system characterization and introduces the basic is- 
sues of system power budget and signal fidelity. Sec. 2 gives the 
characteristics of isolated optoelectronic devices that have impor- 
tant impacts on system performance. Interactive phenomena that 
involve both device and transmission parameters are discussed in 
Sec. 3. Sec. 4 presents some issues concerning modulation of light 
for signal transmission. The last section shows how the performance 
of various kinds of fiber-optic communication systems are influenced 
by the considerations discussed in the prior sections. 

1. Overall System Characterization 
1.1 Optical Power Budget 

The most straightforward characterization of a fiber-optic commu- 

Presented at SPIE Int. Conf., San Diego, CA, Aug. 23-24, 1984. (Proc. SPIE-Int. 
Soc. Opt. Eng., Vol. 512, Fiber Optic Communication Technology (1984), pp. 84- 
100.) 
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nication system is by the optical signal power at points between the 
emitter and the receiver. A specific amount of signal power is cou- 
pled into the optical fiber and suffers loss during transmission 
through the fiber, connectors, and possibly multiport couplers. For 
proper operation, the power incident on the detector of the receiver 
must be greater than the receiver's sensitivity, yet less than the 
maximum set by the receiver's dynamic range. Usually the optical 
power is given, in decibel-milliwatts (dBm), as 

P (in dBm) = 10 log 
P 

1 mW ), [1] 

so that multiplicative connector and coupler losses are added to- 
gether algebraically, and exponential fiber losses are expressed as 
products of distance times loss (in dB/km). 

Accurate prediction and measurement of an optical power budget 
can be hindered by inadequate specification of the modal distribu- 
tion of the guided light and variabilities in connector loss and port - 
to -port coupler efficiency. Consequently, the power budget for a 
practical communication link should contain appropriate excess 
power margin for these and other uncertainties in specified param- 
eters. 

1.2 Signal Fidelity 

Transmission through a fiber-optic communication system can pro- 
duce distortions in the modulated waveform of the optical signal. 
Such distortions may be produced by the optoelectronic devices 
themselves or by interaction between characteristics of the opto - 
electronic devices and the fiber-optic transmission media. These two 
sources of signal distortion are discussed in Secs. 3 and 4, respec- 
tively. Broad characterization of signal fidelity for the system in- 
volves the following considerations: 

(a) Bandwidth capabilities of sources, receivers, and fiber-optic 
transmission lines can limit the maximum rate of information 
transfer and the signal format. 

(b) Noise may be introduced by the emitter or by the propagation 
characteristics of the fiber, as well as by optical or electronic 
phenomena at the receiver. 

(c) Distortion due to nonlinearities in the source or transmission 
medium may be significant, especially in analog signal trans- 
mission. 

In the most straightforward digital system designs, the band - 
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widths of optical transmitter, receiver, and fiber link are specified 
to give insignificant distortion of the signal at the appropriate data 
rate and format. Receiver sensitivity is limited by noise due to well - 
characterized electronic processes in the detector or input amplifier. 
If nonlinear distortion has negligible impact, signal fidelity ceases 
to become an explicit issue and the capabilities of the system are 
defined solely by the optical power budget. 

In many cases, particularly those involving advanced components 
to achieve maximum transmission range, very high data rates, or 
analog signal transmission, this straightforward approach is not 
adequate, and more complex issues of optoelectronic characteristics 
and system interactions must be analyzed. Inadequate bandwidth 
or signal distortion can often be compensated for by electrically 
matched equalization. This requires additional signal strength, 
leading to an optical power penalty that must be added to the power 
budget. Predistortion of the electrical drive currents of the optical 
sources may also be used to compensate for linearity or nonsym- 
metrical distortions of the optical output. 

2. Characteristics of Isolated Optoelectronic Elements 
2.1 Bandwidth of Optical Sources 

The frequency response of LED emitters is often characterized by a 
simple transfer function of the form' 

H(f) - 1 
121 

ff indicates the cut-off frequency, which is typically 50-100 MHz for 
surface -emitting devices and up to 200 MHz for edge -emitting 
diodes. Though properly used only for small -signal (linear) modu- 
lation, such a transfer function is generally adequate for describing 
pulse response so long as the device is maintained in forward bias. 

Laser diodes at low modulation levels have a frequency response 
that is represented by the following transfer function2: 

H(f) = [3] 

1- (f)2 4-ifr(f) 

Here the resonance frequency fo is a function of the bias current 'b 
and the lasing threshold current'th, as well as of internal param- 
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eters Te and Tp which represent the carrier and photon lifetimes in 
the laser: 

f2 I 1 b 1). o 
(27i02TeTp Ith 

[4] 

Typically fo is in the range 1-3 GHz, though special designs oper- 
ating well above threshold can extend the frequency range to at 
least 10 GHz. The damping parameter F in Eq. [3] is the result of 
various internal processes within the laser, including optical gain 
saturation, carrier diffusion, and spontaneous emission. The 
transfer function in Eq. [3] may be multiplied by an additional 
transfer function incorporating effects of internal diode capacitance, 
device resistance, and external parasitic reactance. Fig. 1 shows the 
relative small -signal modulation characteristics of LED and laser 
sources for fiber optics. 

Pulse modulation of laser diodes is not well represented by a 
linear transfer function such as Eq. [3], since the response of the 
device involves strong nonlinearities in the coupled -rate equations 
for photons and carriers that describe its internal processes. These 
nonlinearities are especially important when the device is modu- 
lated through the lasing threshold and is therefore switched be- 
tween the lasing and nonlasing states. 

102 
0.01 0.1 1.0 

MODULATION FREQUENCY, GHz 

Fig. 1-Frequency response of LED and laser diode emitters. 

10 
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Numerical integration of the laser rate equations provides a 
useful representation of the device response to high -frequency dig- 
ital modulation. Signal distortion effects include rise and fall time, 
ringing and transient phenomena, delay in optical pulse response, 
and intersymbol distortion. All these effects are strongly influenced 
by the operating point of the laser, especially when the modulation 
involves switching through the lasing threshold. Generally, fast rise 
and fall times are achieved by switching through threshold, but 
transients, delay, and intersymbol distortion are minimized with 
above -threshold modulation. Fig. 2 shows results of a laser simu- 
lation model3 incorporating lateral carrier diffusion, spontaneous 
emission, and optical gain saturation to represent the laser -pulse 
response as the bias current is varied from below to above the lasing 
threshold. The same model is used to simulate digital data trains 
in order to determine the effect of laser -pulse response for trans- 
mission at various data rates and signal formats. 

0 94 
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I hr 

1.00 

0.95 
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Ib 
Í1 = 1.05 

Fig. 2-Pulse response observed (left) and computed (right) for laser 
diode bias current lb below, at, and above threshold current Ir. 
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2.2 Bandwidth Characteristics of Optical Fibers 

Though our focus is on optoelectronic issues, a full system analysis 
must also consider the bandwidth characteristics of the optical fiber 
medium. Two kinds of dispersion limit this bandwidth. Modal dis- 
persion occurs in multimode fiber because of unequal propagation 
velocities among the guided optical modes. Optical or chromatic 
dispersion is a refractive property of the glass itself whose effect on 
bandwidth depends on the optical spectrum of the source. For that 
reason this effect will be discussed in Sec. 2 on interactive phe- 
nomena. 

The impact of modal dispersion on signal propagation can be de- 
scribed by the transfer functions 

H(f) - 1 

1+iVáZf' 
D 

[5] 

where z is the propagation distance and D is a distance -bandwidth 
product characterizing the fiber. For graded index fibers, D can be 
in the range of 500 to 1500 GHz-km. However, if the modes of such 
a fiber are not uniformly excited by the source, the use of such a 
simple transfer function may be inaccurate. 

2.3 Noise Characteristics of Optical Sources 

Optical signal sources may also generate optical noise that, in some 
cases, will degrade the performance of a fiber-optic communication 
system. Such problems are associated primarily with laser diodes, 
since LEDs are incoherent emitters that do not generate significant 
noise in their optical output. Laser diodes can generate significant 
noise, with considerable variability in magnitude and in spectral 
distribution. We are concerned here with amplitude noise having a 
frequency spectrum that falls in the passband of typical communi- 
cation systems. 

The noise intensity from an optical source is important in relation 
to the intensity of the modulated optical signal. If we let mSo rep- 
resent this signal, where So is the peak optical intensity and m the 
modulation index, <I S(f)l2> represents the noise power spectral 
density at frequency f. The relative intensity noise is defined as4 

<1.1S(f)I2> 
NR(f) = 

S 
2 2f, 

0 

16] 
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where .f is the transmission bandwidth. Since the detector photo - 
current is proportional to the optical intensity, this definition is 
equivalent to the inverse of the power signal-to-noise ratio (SNR) 
at the photodetector. 

The value of NR(f) depends strongly on the operating point of the 
laser, and for a typical device is highest when the laser is biased at 
or very near threshold. When operated at a typical bias level of 
about 1.2 times threshold, NR(f) at f = 5 MHz can be expected to 
be in the range of -120 to -140 dB (referenced to 1 Hz bandwidth).5 
Both gain -guided and index -guided lasers operate with similar 
noise within this broad range. The spectrum of NR is generally 
peaked at the resonance frequency given by Eq. [4]. These obser- 
vations apply to lasers in the absence of any optical feedback and 
driving transmission and detection systems that are insensitive to 
optical spectral fluctuations. 

Laser diodes sometimes show a strong enhancement of their 
normal noise output that also results in a narrowing of the noise 
spectrum. This phenomenon, when very intense, is described as self - 
oscillations or self -pulsing. Many mechanisms have been proposed 
for self -oscillations. Some of these mechanisms are often associated 
with degradation processes that also lead to rapid failure of the 
diode.' Fig. 3 shows the noise power spectrum of a particular laser 
that exhibits a transition from a normal broad noise spectrum at 
lower bias currents to a sharp self -oscillation resonance as the bias 
current increases. 

Another laser noise phenomenon can occur at particular current 
levels at which the optical wavelength switches between two lon- 
gitudinal nodes. The resulting intensity noise shows an approxi- 
mately 1/f spectrum. Fig. 4 shows a typical example of this type of 
noise. 

2.4 Nonlinear Distortion 

Analog signal applications generally impose severe requirements 
on linearity as well as on signal-to-noise ratio. Both LED and laser 
diodes can be used in such applications only if proper account is 
taken of the nonlinear transfer characteristics of the devices. 
Without special device selection or appropriate circuit compensa- 
tion, present optoelectronic sources generally impose too much dis- 
tortion to allow high -quality AM television transmission, for ex- 
ample. 

LED emitters, while frequently showing significant nonlinearity 
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Fig. 3-Noise spectra of laser diode at various bias currents, showing 
transition to self -oscillation at higher currents. 
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Fig. 4-Noise spectra of laser diodes at various bias currents and corre- 
sponding detector photodiode currents (Ipd), at a noise bandwidth 
of 300 MHz, showing amplitude noise associated with longitudinal 
mode -hopping. 
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in their optical power/current transfer characteristics, lack a sharp 
threshold that imposes critical requirements on operating point con- 
trol, as is the case for laser diodes. Their transfer characteristics 
are at least potentially stable over the device lifetime. Electronic 
compensation or negative feedback techniques can be used to lin- 
earize the device operation. 

Laser diodes have an inherent nonlinearity associated with their 
threshold. Operation at large modulation depth (m , 1) will always 
cause distortion. Linearity at useful modulation requires selection 
of devices with stable spatial mode structure ("kink -free") and 
linear transfer characteristics. Third -order intermodulation signals 
as much as 80 -dB down from the fundamentals have been reported 
at 1-mW output for low -power monomode BH (buried heterojunc- 
tion) 1.3 -p.m lasers, and 60 -dB intermodulation for 0.85 -p.m mono - 
mode CDH-LOC (constricted double-heterojunction, large optical 
cavity) at 6-mW modulated output.? 

Fig. 5 indicates harmonic distortion characteristics of high -power 
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Fig. 5-Analog modulation capabilities of laser diode, with fundamental 
receiver power (F1) and second harmonic power (F2) shown 
versus modulation power P,1 (into 50 i2) applied to laser (modu- 
lation frequency 200 MHz), with 1 -MHz noise bandwidth (BW). 
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CDH-LOC lasers in a format similar to that commonly used to show 
the capabilities of electronic amplifiers. The signal fundamental 
frequency F1 and second harmonic F2 are plotted against input rf 
power. A subsidiary scale -1Ppp shows the magnitude of the peak - 
to -peak modulated optical power generated by the laser. The laser 
noise floor is also shown. System capability in terms of SNR, second 
harmonic distortion, rf drive required (into 50-51 load), and avail- 
able modulated optical power can be obtained directly from the 
graph. 

2.5 Receiver Noise 

Many fiber-optic digital communication links are constrained in 
range by the limits set on receiver sensitivity by internally gener- 
ated noise. This noise may be electronic in nature or it may be due 
to shot noise or avalanche multiplication noise in the photodetector. 
Unlike most of the other phenomena discussed in this paper, re- 
ceiver noise is accurately characterized by readily determined de- 
vice and circuit parameters. A number of detailed analyses and 
review papers describe the characterization of receivers for optical 
communication.9,9 Some fundamental concepts and useful results 
are as follows. 

Digital optical receiver sensitivity is usually determined as the 
modulated optical power required to achieve a specified bit error 
rate (BER). Communication theory provides relationships between 
BER and SNR for various digital formats and noise statistics. For 
most purposes, the widely used relationships for Gaussian noise 
statistics 

P(E) = 1 1 e -Q2/2, [7] 
Q 

Q2 = SNR (for a bipolar signal) [8] 

are adequate. For BER = 10-9, Q = 6.0, making this error rate a 

common benchmark for specifying sensitivity. If a simple p -i -n pho- 
todiode detector (with unity gain) is used, the sensitivity is given 
by the optical signal power: 

P by 
Q <12>c'/2. 

X19 

Here by is the photon energy, q the electronic charge, the detector 
quantum efficiency, and <i2>c92 is the root -mean -square noise cur - 

19] 
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rent that is superimposed on the signal photocurrent at the input 
of the front-end amplifiers. 

Receiver design to minimize the noise current for both p -i -n and 
avalanche photodiodes is described in the cited papers. A central 
consideration in such design is achieving minimum noise while 
maintaining adequate signal bandwidth and dynamic range. The 
impact of this consideration on receiver performance is shown in 
Fig. 6, which illustrates three input amplifier adjustments. In case 
(a), the bandwidth and noise are optimized. Case (b) illustrates ex- 
cess bandwidth resulting in higher noise and reduced sensitivity. 
Case (c) shows inadequate bandwidth causing data drop -outs for 
some data patterns in the pseudorandom test sequence, even at 
adequate optical power for high SNR. 

The relationship between noise and sensitivity for a potential 
long -wavelength p -i -n detector receiver design is shown in Fig. 7. 
The receiver uses an FET preamplifier combined with two bipolar 
stages in a transimpedance circuit. Gain and transimpedance feed- 
back resistance were treated as variables to optimize sensitivity at 
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Fig. 6-Bit-error-rate characteristics of optical receivers: (a) optimum 
characteristics, (b) excess noise, and (c) inadequate bandwidth. 
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Fig. 7-Noise and sensitivity characteristics of long -wavelength PIN-FET 
transimpedance optical receiver. Gain and feedback are opti- 
mized as functions of data rate. (Manchester = biphase; NRZ = 
non -return -to -zero.) 

any data rate. Noise current and corresponding optical sensitivity 
(for BER = 10-9) are shown as functions of data rate. The different 
data formats and digital detection schemes will be discussed in Sec. 
4. Here we note the increase in noise and reduction in sensitivity 
as the data rate increases. At the lower data rates, detector shot 
noise dominates and is independent of data format. At the high data 
rates, thermal noise at the transimpedance feedback resistor dom- 
inates. The indicated variance in noise for each of the two data 
formats represents the influence of manufacturing variance in de- 
tector capacitance. Differences in noise for the different data for- 
mats result from the different transimpedance resistances required 
to match the differing bandwidth requirements of the two formats. 

3. Interactive Phenomena 

Many phenomena that can limit the performance of fiber-optic sys- 
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tems involve the interaction of the characteristics of the optoelec- 
tronic source with those of the fiber-optic medium. This section 
deals with these issues. 

3.1 Optical Dispersion 

The bandwidth limits set by optical dispersion in the glass fiber 
may be described by the following transfer function10: 

z z 

H(f) = 1 exp 1 (A - A°) 
(1 - irk) 

I11 

[101 
(1 + i,1)12 (1 + rgz)2a 

2TrzfSo2 
where _ 

cXz 

The source is assumed to have a Gaussian spectral envelope with 
RMS spectral width o at center wavelength A. The parameter S is 
a material constant characterizing the group delay T in the fiber (S 

0.05): 

dT_ -Ao 
dA - S 

cA2 
[12] 

where A° is the wavelength of minimum optical dispersion when the 
pulse broadening goes to zero. Eq. [11] gives the following expres- 
sion for the distance -bandwidth product: 

1 c A 
2 

ZBfB = 2a S a 
113] 

IH(f)I is down by 3 dB from its low -frequency limit. ZB and fB are 
defined as the range and bandwidth as determined by Eq. 1131. ,1 is 
the root of the following transcendental equation obtained from 
Eq. [101: 

1 +r)2 o 16 exp -212(X - A)2 [14] 
(1 - >1z)v 

Fig. 8 shows solutions of Eqs. [13] and [14] for LED and super - 
luminescent emitters operating in the long -wavelength transmis- 
sion bands. With typical linewidths of 600A for edge -emitting LEDs 
the distance -bandwidth product can be equivalent to the modal dis- 
persion (about 1 GHz-km) if the wavelength of the spectral emission 
maximum coincides with A°. This analysis is conservative since it 
neglects preferential transmission of the wavelengths near X. due 
to the minimum fiber absorption near this wavelength." 
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Fig. 8-Bandwidth characteristics of optical fibers using LED and super - 
radiant emitters, considering only chromatic dispersion. 

A similar analysis using Eqs. [13] and [14] can be performed for 
transmission in single -mode fiber using narrow -spectral -width laser 
sources, though the assumption of a Gaussian spectral distribution 
becomes weak in this case. However, analysis of partition noise in 
single -mode systems produces a similar analytical result and a more 
stringent limit on the achievable distance -bandwidth product. Nu- 
merical results are presented in the next section. 

3.2 Optical Partition Noise 

This noise can be considered a dynamic analog to the wavelength 
dispersion discussed above. It occurs because the spectral distribu- 
tion of a multimode laser diode incorporates fluctuations and mode 
hopping that distribute power among the modes on a subnano- 
second time scale. The spectral envelope is a time -averaged result 
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of the actual fluctuations. Optical dispersion in the fiber converts 
these spectral fluctuations into intensity fluctuations in the re- 
ceived signal, which are referred to as optical partition noise. 

Related sources of partition noise include wavelength dependence 
in the fiber loss, splice or connector transmission, and photodetector 
quantum efficiency. Polarization -dependent attenuation in connec- 
tors can also contribute to partition noise. However, the discussion 
here is restricted to noise associated with the fiber -optical disper- 
sion. 

The signal-to-noise ratio (SNR) associated with partition noise is 
given by the relationship12 

1 1 

(SNR)2 - 2 
(To [A14(74+ 48A4Q9 + 42Al2A220.61, [151 

where 

S(A - Xo) S 
= Al c2 Z, A22c2 Z. [16] 

The other parameters and variables are those of Eqs. [10], [11], and 
[12]. The SNR can be related to the bit error rate using Eqs. [7] and 
[8]. The distance -bandwidth product is then given by the expression 

ZB/'B = 

1 
294 

S\Q/2[3+211-)(1-- /2 + \Q/4\1 + 9 I4J-i. 
Q / 

[171 

Eq. 117] may be compared with Eqs. 113] and [14]. 
Fig. 9 shows distance -bandwidth products (for BER = 10-9) using 

laser diodes with differing source optical spectral widths. The fiber 
dispersion minimum, X0, is 1.3 µm. This figure shows the impact on 
system capability of both the spectral width of the laser and of 
displacing the center of the source spectrum from the fiber disper- 
sion minimum. The three values of a correspond to different levels 
of laser technology. A multimode laser can have a spectral width of 
about 2 nm. A mode stabilized laser (e.g., a distributed feedback 
laser) that is constrained to operate in a single longitudinal mode 
under modulation has a spectral width of about 0.1 nm. Finally, a 
= 0.01 nm indicates a potential limit to laser linewidth control in 
which the linewidth is comparable to the modulation bandwidth of 
about 1 GHz. Current production technology is capable of a = 2 
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Fig. 9-Bandwidth characteristics of optical fibers using laser -diode emit- 
ters, considering only modal partition noise due to chromatic dis- 
persion. 

nm, while a = 0.1 nm represents laboratory capability that is rap- 
idly being pushed toward production. 

Considering the case Q = 1 nm, we see that high performance 
requires that the center of the laser optical spectra be closely 
matched to the dispersion minimum of the fiber. The arrows indi- 
cate tolerances that must be achieved at various levels of gain - 
bandwidth performance. A reasonable benchmark for single -mode 
fiber systems at present technology limits is about 100 GHz-km. By 
comparison, 1 GHz-km is the corresponding limit for multimode 
fiber systems. 

Using a mode -stabilized laser with a = 0.1 nm gives dramatic 
improvement in distance -bandwidth product when the laser spec- 
trum and fiber dispersion are well matched. We will see in Sec. 5 

that such performance can not be translated into great range be- 
cause of the fiber loss. The important advantage of the mode -sta- 
bilized laser is that it can operate in the transmission window at 
1.55 p.m without requiring that the optical dispersion be shifted out 
to this longer wavelength. Doping the glass fiber to achieve this 
shift compromises the extremely low loss (-0.2 dB/km) that can 
otherwise be achieved at 1.55 p.m. 
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The third case, Q = 0.01 nm, suggests the possible limiting per- 
formance of coherent optical transmission technology. This area is 
presently strictly a research activity, but may ultimately be the 
standard for long-range fiber-optic communication. 

Evidently, the ability to control laser -diode spectral characteris- 
tics is critical for high-performance transmission systems. Unsta- 
bilized lasers that operate single mode when unmodulated show 
significant partition noise when operated at large modulation 
depths. Fig. 10 shows test results on such a laser. A spectrometer 
set to pass the principal longitudinal mode simulated the dispersive 
fiber or other wavelength -selective transmission medium. Modula- 
tion at greater than 75% created partition noise that limited achiev- 
able BER. The same device was then mode -stabilized by an external 
diffraction grating. With such stabilization, the BER was not 
affected by modulation even when driven through threshold 
(m = 1.40). 
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Fig. 10-Bit-error-rate characteristics of a laser in unstabilized and sta- 
bilized operation, with varying modulation depth at 150 Mbit/s. 
An optical spectrometer simulates chromatic fiber dispersion. 
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3.3 Modal Noise and Distortion 

Transmission of coherent light in multimode fibers can yield noise 
and distortion due to interference between the waves occupying the 
different fiber modes. This interference is similar to the speckle 
patterns produced by laser beams reflecting off rough surfaces. In 
the first instance, this "noise" is simply a modulation of the ampli- 
tude distribution of the fiber -guided light. Intensity noise results if 
the guided light must pass splices, connectors, or other elements 
that are inhomogeneous in their transmission of the guided light. 
Distortion as well as noise results when the optical phase of the 
guided light is varied by modulation. 

Quantitative characterization and specification of modal noise is 
difficult, since it depends on the degree of excitation of perhaps 
hundreds of guided modes. Analysis has not been carried to the 
point where predictions of system performance in terms of measured 
device characteristics can easily be shown. In the following we will 
discuss only the principal factors controlling the impact of modal 
noise on system performance. 

(a) Optical Coherence 

Interference between modes of a multimode fiber require that the 
coherence time of the light source, Tc, be greater than the differ- 
ential propagation delay, áT of these modes.13 If, under this con- 
dition, the light signal encounters a connector, splice, or other 
source of modal -selective transmission, it is susceptible to modal 
noise. Coherence time is related to the optical spectral width of the 
source by the formula 

z 

T = [181 
cv 

Optical coherence times of a single longitudinal mode are of the 
order of 5 x 10-8 seconds for index -guided lasers and 1 x 10-10 
seconds for gain -guided lasers.14 These times correspond to coher- 
ence lengths within the fiber of 9 meters and 2 cm, respectively. A 

gain -guided laser operating with a broad multimode spectrum has 
a coherence length that is still further reduced. Thus, modal noise 
can easily be introduced at typical connector spacings if index - 
guided lasers are used, but gain -guided lasers are relatively im- 
mune to this phenomenon. The coherence of index -guided lasers can 
be reduced by modulation through the lasing threshold. High -fre- 
quency (-1 GHz) tone modulation superimposed onto a lower-fre- 
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quency signal modulation has been shown effective in reducing 
modal noise and distortion. Such modulation reduces the coherence 
of the lasing modes to that of typical gain -guided lasers. 

(b) Connector Loss 

Reducing connector loss also reduces modal noise effects. An ap- 
proximate expression gives the SNR in terms of the average (over 
all the modes) coupling loss as15 

SNR =N1 . 1191 

Here N is the total number of guided modes and may be on the 
order of 200. This indicates that a 3 -dB coupling loss may give a 
23 -dB SNR, while a coupling loss of 0.8 dB increases the SNR to 30 
dB. This difference can have a significant impact on communication 
system performance. 

(c) Noise Frequency Spectrum 

Modal noise frequently appears in a sporadic manner driven by 
mechanical fluctuations of the fiber-optic cables. As such, the fre- 
quencies are low and may be accommodated by the automatic gain 
control (AGC) loop on a digital receiver. The effective dynamic 
range is thereby reduced, however. 

High -frequency modal noise and distortion are driven by modu- 
lation of the laser itself, and appear in the signal bandwidth. These 
are serious considerations in analog systems, and in severe situa- 
tions may affect digital transmission as well. 

3.4 Optical Feedback 

Laser diodes are generally unstable to light reflected into their 
output facet from external elements. This feedback will produce 
noise and distortion when the amplitude of the feedback light is 
comparable to the spontaneous emission coupled into the lasing 
mode by internal processes. Reflections may affect both the optical 
spectrum and the intensity of the laser output. 

For light reflected far from the laser, so that the transit time is 
much greater than the coherence time of the laser, individual modes 
of the external cavity thus formed may mix or mode -lock with the 
lasing modes, giving noise that usually exhibits a spectrum ex- 
tending up to the resonance relaxation frequency (Eq. [4]). The frac - 
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tion of the output intensity required to cause this instability is 
estimated by Petermann4 to be 10-8 to 10-6 for single -longitudinal - 

mode lasers and 10-5 to 10-3 for gain -guided multilongitudinal- 
mode lasers. Noise and distortion can degrade both digital and an- 
alog performance, especially in single -mode fibers which are more 
effectively coupled to the laser output. 

Light reflected close to the laser, where the coherence time ex- 
ceeds the transit time, can have a strong effect on the lasing wave- 
length. This is because the extended cavity due to the reflection 
may lock with one of many modes of the laser cavity. Very small 
changes in the standing -wave conditions can cause mode -hopping 
and instability. Intensity noise with spectral peaks at multiples of 
the round-trip time of the external cavity are seen as well. Pulse 
distortion occurs when round-trip times are comparable with pulse 
widths, a typical situation with 1 -meter fiber pigtails and data rates 
of the order of 200 MHz. 

4. Signal Modulation 

The performance and required characteristics of optoelectronic com- 
ponents depends on the nature of the modulation applied to the 
optical carrier. In this section we review the basic properties of 
digital and analog modulation approaches in terms of optoelectronic 
and communication system performance. 

4.1 Digital Data Format Characteristics 

Many important aspects of digital data formats can be seen by in- 
spection of their power spectra when random information is trans- 
mitted. Fig. 11 shows power spectra for three important binary for- 
mats: NRZ (non -return -to -zero), biphase (Manchester), and delay 
modulation.16 In these formats, binary information is represented 
by, respectively, the signal level over the length of the bit interval, 
the sense of a signal transition within the bit interval, and the 
presence or absence of a signal transition within the bit interval. 

The effect of the choice of format on the power spectra can be seen 
in the required transmission bandwidth, the duty -cycle variations 
in the transmitted signal, and the ease of synchronization of a re- 
ceiver clock oscillator from the data stream. NRZ data has a low 
bandwidth requirement, with most of the signal power at frequen- 
cies below the bit rate. This format imposes on the system the re- 
quirement of a wide range of duty -cycle capability, as indicated by 
the large do component of the power spectrum. It also has low spec - 

RCA Review Vol. 46 June 1985 259 



2 

0 

POWER SPECTRA OF 
DIGITAL MODULATION 
FORMATS 

DELAY 
MOD f 

NRZ 
BIPHASE 

(Manchester) 

FREQUENCY (BIT RATE UNITS) 

Fig. 11-Signal power spectra of three digital modulation formats. 

tral content at the bit frequency, making it unsuited for clock syn- 
chronization. Biphase Manchester data has excellent clock recovery 
power at the bit frequency, and no do signal component. It requires 
á high bandwidth, however, extending out to twice the bit fre- 
quency. Delay modulation represents something of a compromise, 
with limited bandwidth, low (but nonzero) de signal component, and 
available (but weak) clock signal at the bit frequency. 

4.2 Optoelectronic Transceiver Approaches 

Modulation considerations will constrain the design choices avail- 
able for fiber-optic transmitters and receivers. Some key issues are 
introduced below. 

(a) Digital Signal Detection 

Two means of detecting the digital signal from the received and 
amplified optical signal are widely used. Pulse detection uses the 
integrated signal power over the timing interval to drive an elec- 
tronic switch into one of two binary states. Edge detection drives 
the binary switch by a signal derived by differentiation of the tran- 
sitions (edges) of the pulses making up the signal. 

Edge detection is useful because of its insensitivity to the duty 
cycle, or do component, of the data signal. It lends itself to general 
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purpose receivers in which the data rate and format are unspecified 
and expected to vary over a wide range. However, it makes much 
less efficient use of the power available in the signal to obtain a 
maximum SNR. As a result, a penalty of about 4 dB in increased 
optical signal over that of a pulse detector is required in an edge - 
detection receiver to obtain a given BER.17 Consequently, high-per- 
formance fiber-optic systems use pulse detection. 

(b) Multirate Digital Receivers 

Some applications call for operation over a range of data rates. In 
such cases, both the upper and lower limits of the receiver passband 
are important. The upper limit is set by the greatest data rate al- 
lowed. The noise bandwidth set by this upper limit then determines 
the sensitivity for all data rates. The lower limit is set by the min- 
imum data rate required. Technically, the ability to operate at very 
low rates is set by the 1/f frequency spectra of electronic devices. 
GaAs FET devices used in high -bandwidth preamplifiers can have 
significant low -frequency noise. In addition to this factor, efficient 
electronic design constrains the low -frequency capability of broad- 
band ac -coupled amplifiers. DC -coupled amplifiers are subject to 
drift and are poorly suited for high -sensitivity optical receivers. 

(c) Analog Transceivers 

As discussed in Sec. 2, the nonlinear characteristics of optoelec- 
tronic emitters impose restrictions on performance for demanding 
analog applications, such as high -quality video transmission. A 
widely used approach for such transmission is to convert the AM 
signal to frequency modulation of a carrier frequency oscillator. 
This FM signal then modulates the optical intensity. After detection 
at the receiver, the resulting FM signal is demodulated to recover 
the analog information. 

FM transmission is inherently resistant to nonlinear distortion, 
since the result of such distortion is to create harmonics outside the 
frequency band containing the information. In addition, use of wide 
frequency deviation in the modulation gives enhanced SNR in the 
demodulated signal over the carrier -to -noise ratio (CNR) of the de- 
tected signal. As a result, high -quality video can be transmitted 
over an analog fiber-optic channel that would severely degrade the 
signal if AM were used. 

Fig. 12 shows test results and analytical predictions for video 
SNR of a studio -quality TV signal transmitted over a fiber-optic 
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Fig. 12-Performance of a 5 -km analog fiber-optic link using FM for 
studio -quality TV transmission. Video SNR and calculated CNR 
(at 70 MHz i -f) are shown versus received optical power. 

link on a 70 -MHz FM carrier. Several FM frequency deviations, _if, 

were used. For comparison, the CNR of the i -f amplifier prior to FM 
demodulation is shown. The high quality of the FM transmission 
over a noisy and nonlinear analog channel is evident. 

(d) Local Area Network (LAN) Transceivers 

Both transmitters and receivers for fiber-optic network systems re- 
quire special approaches to accommodate the transmission require- 
ments of these applications. Special problems are often encountered 
in the following areas. 

Burst Transmission 

In contrast to point-to-point data links, fiber-optic networks operate 
with packets of data rather than continuous data transmission. Fig. 
13 shows a typical packet structure for RCA's 200 Mbit/s network.18 
During the preamble, the transmitter must stabilize its output, the 
receiver must stabilize to the power level of the packet, and the 
clock recovery circuit must synchronize to the data frequency and 
phase. The time required for these processes lowers the network 
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Fig. 13-Data packet structure for 200 Mbit/s fiber-optic LAN. 

efficiency. Networks operating at hundreds of Mbit/s data rates re- 
quire stabilization within several hundred nanoseconds or less. By 
contrast, point-to-point links are continuously stabilized with 
closed -loop circuits having millisecond response times. 

Laser operation in high-speed networks is complicated by the 
need to keep nontransmitting terminals from generating back- 
ground light. The combined background light from many transmit- 
ters on a common bus will degrade receiver performance. One so- 
lution is to modulate from complete -off rather than from threshold, 
as is done conventionally. However, at high speeds the resulting 
turn -on delay causes pulse distortion and intersymbol interference. 
Another approach is to store in each terminal the operating param- 
eters for the lasers in that terminal and switch rapidly to these 
stored values when operation starts. Since these parameters change 
with time, they must be updated periodically and means must be 
provided to do this without seriously degrading network operation. 

Dynamic Range 

Multiterminal network receivers must accommodate a wide range 
of signal amplitudes and must switch rapidly between levels of dif- 
ferent packets and the interpacket absence of light. High sensitivity 
and stability are best obtained using ac -coupled amplifier chains 
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which, however, produce considerable baseline wander between 
packets. The performance expected of a network receiver is indi- 
cated in Fig. 14, which shows the optical -line signal with large 
interpacket dynamic range and baseline wander. The properly de- 
tected digital output for this line signal is shown, along with an 
expanded picture of one packet. Stabilization within a 50 nano- 
second interval at the start of the preamble is seen. 

Repeater Delay 

Fully regenerative bus receivers can impose significant total prop- 
agation delay on the transmitted signal. In network systems the 
accumulated delay from multiple repeaters can seriously reduce ef- 
ficiency. Operational protocols for some networks impose require- 
ments on delays to accommodate packet -collision detection and 
avoidance procedures. Network -compatible transceivers must meet 
the requirements of the appropriate protocol. 

5. System Capability 

In this final section we look at various ways of expressing the re- 
quirements and capabilities of fiber-optic communication systems. 
These capabilities result from the optoelectronic-component issues 
and fiber-optic transmission characteristics discussed in the pre- 
vious sections. We look especially at the trade-offs between different 
optoelectronic devices and specifications and how they affect system 
performance. 

c 

-1- 1 sogirk-F- , 

r 

SR MIS} 

Bus Line Signal Receiver Output 
200 MBIT/s Token Packets 
> 7.8 dB Dynamic 3 -Node Sequence 
Range 

Fig. 14-Data packet sequences for 200 Mbit/s fiber-optic LAN. Left trace 
is for optical line signal; right, for bus receiver output. 
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5.1 Laser Versus LED 

Fig. 15 shows the performance capabilities of two approaches to 
multimode digital transmission. One approach uses a laser diode 
and avalanche photodetector (APD) operating at 0.84 p.m. The al- 

ternative is a 1.3 -p.m LED emitter and a PIN-FET receiver. The 
latter system shows considerably greater range at low data rates, 
despite the greater power output and receiver sensitivity of the 
laser-APD system. The low loss of the 1.3 -p.m fiber accounts for the 
improved performance. However, at high modulation frequencies 
the modal dispersion of the fiber dominates the performance of both 
systems and leads to nearly equivalent performance. 

5.2 Long -Wavelength Transmission 

Fig. 16 illustrates the transmission capabilities of long -wave- 
length digital fiber-optic systems using different wavelengths, de- 

tector technologies, and fiber distance -bandwidth products. The 
straight lines give performance limits for various choices of dis- 
tance -bandwidth products. These products, in turn, are related to 
laser and fiber spectral characteristics by partition noise and chro- 
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Fig. 16-Performance capabilities of long -wavelength single -mode fiber- 
optic links. Straight lines give partition -noise limits from chro- 
matic dispersion (see Fig. 9). Optical -power -limited capabilities 
reflect receiver sensitivity and fiber loss. 

matic dispersion, as shown in Figs. 8 and 9. The curved lines in Fig. 
16 represent receiver sensitivities limited by detector or amplifier 
noise. Depending on the bandwidth and receiver characteristics, the 
systems may be either bandwidth limited or sensitivity (optical 
power) limited. These two limits are equivalent, for example, with 
100 GHz-km bandwidths and an APD-based receiver operating at 
1.55 µm at a data rate of approximately 500 Mbit/s. 

5.3 Multirequirement Applications 

When an application requires a wide range of link lengths and data 
rates, the optoelectronic transceiver performance specification must 
take into account the dispersal of system requirements. Since per- 
formance compromises and high cost result from demands for large 
ranges of capability in a single transceiver, the optimum solution 
may be a set, or family, of components that have capabilities 
matched to the distribution of system requirements. 

Fig. 17 shows a solution to this problem for Air Force ground - 
based digital link requirements.19 The links derive from diverse 
systems and applications. Each block on the histogram represents 
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Fig. 17-Distribution of link -length and data -rate requirements for Air 
Force ground -based systems. 

a maximum range requirement and a specific data rate. The height 
of each block represents the projected number of individual links 
for each application. Fiber losses are those associated with operation 
at 1.3 µm with multiple demountable connectors (one for each ki- 
lometer) on typical tactical cable. 

Two classes of transceivers, designated levels 1 and 2, were spec- 
ified to meet the requirements of these diverse applications. Level 
1 represents limited performance at low cost designed to capture 
the large group of applications at the far corner of the histogram. 
Level 2 has greater performance to capture the large majority of 
applications using tactical cable with demountable connectors at 1 

km intervals. Going to spliced fiber to remove connector loss allows 
performance to reach the bandwidth limit of the fiber and captures 
all applications. Additional effectiveness was gained by recognizing 
that the high -data -rate applications were in fact digitized video, 
which could be transmitted more efficiently as frequency modula- 
tion of an optical pulse train. This reduced the pulse -rate require- 
ment to 50 Mbit/s for all applications. 
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5.4 Local Area Networks 

The capabilities of network systems are often limited by distribu- 
tion loss of the light among multiple terminals. A star coupler offers 
the most efficient way to accomplish this distribution. Fig. 18 shows 
the capability of a star -coupled network to accommodate various 
numbers of terminals at different data rates using different opto - 
electronic emitters. At a low rate (10 MHz), an LED emitter and PIN 
photodiode receiver can accommodate on the order of 100 terminals. 
This drops to ten terminals at 100 Mbit/s unless the LED is replaced 
by a laser. With rates of 1000 Mbit/s, it is necessary to use high - 
power laser devices in order to accommodate a significant number 
of terminals. 

Summary 

The performance of fiber-optic communication systems depends on 
two basic issues, optical power budget and signal fidelity. Optoelec- 
tronic device and component characteristics that affect these issues 
have been reviewed. Where possible, analytical descriptions and 
quantitative examples that relate directly to system performance 
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Fig. 18-Capabilities of star -architecture LAN to support multiple termi- 
nals at varying data rates and emitter optical power. 
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are given. In addition to performance, issues such as optoelectronic 
packaging, interfacing and control requirements, and reliability are 
also essential to system development, as are economic and stan- 
dardization issues. 
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Patents Issued to RCA Inventors-First Quarter 1985 

January 

T. N. Altman Binary Drive Circuitry for Matrix -Addressed Liquid Crystal Display 
(4,496,219) 
F. Aschwanden Digital Sync Separator (4,491,870) 
F. S. Bernard, S. M. Eliscu, and E. P. Batterman Apparatus for Generating Scaled 
Weighting Coefficients for Sampled Data Filters (4,494,214) 
P. J. Callen and P. R. Pierce Satellite Dual Bus Power System (4,494,063) 
J. M. Cartwright, Jr. Programmable Logic Gates and Networks (4,495,427) 
R. J. D'Amato Arc Suppression Structure for an Electron Gun (4,491,764) 
M. S. Deiss Remote Controlled Receiver With Provisions for Automatically Pro- 
gramming a Channel Skip List (4,495,654) 
W. A. Dischert Video Disc Player Having Carriage Drive Mechanism (4,493,070) 
L. Faraone Method of Making Semiconductor Device With Multi -Levels of Poly- 
crystalline Silicon Conductors (4,494,301) 
T. J. Forquer and H. Li Multiprocessor -Memory Data Transfer Network (4,491,915) 
W. E. Ham Process for Forming an Improved Silicon -on -Sapphire Device 
(4,496,418) 
J. M. Hammer and C. C. Neil Microtranslator and Microtranslator Assembly 
(4,495,704) 
S. Harada and S. Tosima Method for Characterizing Solder Compositions 
(4,491,412) 
F. Z. Hawrylo Method of Soldering a Light Emitting Device to a Substrate 
(4,491,264) 
M. V. Hoover FET Negative Resistance Circuits (4,491,807) 
K. C. Kelleher, N. J. Kiser, and T. J. Christopher DC Motor Servo System (4,494,052) 
R. F. Keller Magnetron Filament Having a Quadrilateral Cross -Section (4,494,034) 
J. G. Lea and D. J. Carlson Variable Frequency U.H.F. Local Oscillator for a Tele- 
vision Receiver (4,494,081) 
P. A. Levine Compensation Against Field Shading in Video from Field -Transfer CCD 
Imagers (4,496,982) 
R. B. Lovick and W. L. Firestone Television Descrambler With Security Plug Having 
Folded Flexible Printed Circuit Board Providing Tier TAG Memory (4,494,143) 
D. W. Luz and D. H. Willis Single Controllable Switch, Push -Pull Inverter for a Tele- 
vision Receiver Ferroresonant Power Supply (4,492,900) 
S. V. Naimpally and J. C. Tallant, 2nd Wideband Kinescope Driver Amplifier 
(4,494,146) 
J. J. Piascinski, R. H. Axelrod, and J. Mount Method for Combined Baking -Out and 
Panel -Seating of a Partially -Assembled CRT (4,493,668) 
W. R. Roach Stylus Manufacturing Apparatus and Method (4,490,945) 
A. N. Schmitz and R. N. Clark Audio -Visual Diplexed Television Transmitter in 
Which the Aural Signal can be Multiplexed Without Switching (4,491,871) 
G. E. Therlault Terminated Switch (4,492,937) 
A. E. White, D. E. Coleman, and S. R. Miller Statistical Teaching Apparatus 
(4,493,651) 

February 

F. Aschwanden Slow Genlock Circuit (4,498,103) 
A. S. Baran Stencilling a Unique Machine -Readable Marking on Each of a Plurality 
of Workpieces (4,497,848). 
O. H. Bismarck Coincident Pulse Cancelling Circuit (4,502,014) 
T. V. Bolger FIR Chrominance Bandpass Sampled Data Filter With Internal Deci- 
mation (4,500,912) 
R. M. Bunting and A. Acampora Apparatus for Frame -to -Frame Comb Filtering 
Composite TV Signal (4,498,100) 
P. J. Coyle Protective Cartridge for Disc Record (4,499,996) 
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D. D. Crawshaw Field -Transfer CCD Imagers With Reference -Black -Level Genera- 
tion Capability (4,498,105) 
C. E. Deyer System for Converting the Frequency of a Pulse Train to a Binary 
Number (4,499,588) 
A. R. Dholakia Pickup Cartridge Having Imposed Stylus Flylead (4,502,135) 
R. A. Dischert and R. J. Topper Television Gamma Corrector With Symmetrical 
Response about Black -Level (4,499,494) 
W. E. Duvall and M. P. Hwang Television Receiver Standby Power Supply 
(4,500,923) 
P. D. Filliman Signal Sampling Network With Reduced Offset Error (4,502,079) 
C. J. Gentile, M. L. Hagge, and R. C. Croes Level Shift Interface Circuit (4,501,978) 
K. J. Hamalainen and G. A. Reitmeier Television Signal Standards Conversion 
Using a Helical Scan VTR (4,500,930) 
L. A. Harwood Hue Control System (4,500,910) 
G. C. Hermeling, Jr. and M. W. Muterspaugh Double Conversion Tuner for Broad- 
cast and Cable Television Channels (4,499,602) 
W. Hinn and H. R. Fecht Noise Suppressing Interface Circuit in a Kinescope Bias 
Control System (4,502,073) 
L. L. Jastrzebskl and J. Lagowski Method to Determine the Crystalline Properties 
of an Interface of Two Materials by an Optical Technique (4,498,772) 
L. B. Johnston System for Segmentally Refreshing the Stored Electron Gun Drive 
Voltages of a Flat Panel Display Device (4,500,815) 
P. A. Levine CCD Imager With Improved Low Light Level Response (4,499,497) 
H. E. McCandless Multibeam Electron Gun With Composite Electrode Having Plu- 
rality of Separate Metal Plates (4,500,808) 
R. K. McNeely Stylus Arm Insertion Apparatus (4,501,063) 
E. A. Miller Distributor Tube for CVD Reactor (4,499,853) 
W. S. Pike Diode Simulator Circuit (4,500,798) 
D. H. Pritchard Apparatus for Frame -to -Frame Comb Filtering Composite TV Signal 
(4,498,099) 
G. A. Reitmeier Digital Television Signal Processing System (4,502,074) 
A. Schwarzmann Method and Apparatus for Neutron Radiation Monitoring 
(4,498,007) 
A. Schwarzmann Folded Dipole Radiating Element (4,498,085) 
B. W. SIryJ and A. G. Lazzery Automatic Handling Mechanism for an Optical Disc 
Enclosed in a Protective Cartridge (4,502,133) 
P. D. Southgate, D. W. Fairbanks, R. B. Davis, and J. P. Beltz Automatic Stripe 
Width Reader (4,498,779) 
S. A. Steckler and A. R. Balaban Digital Television Receivers (4,502,078) 
R. L. Turner Video Disc Package (4,499,995) 
L. K. White Method for Detecting Distance Deviations to a Photoresist Surface in 
an Optical Printer (4,498,775) 
D. J. Wierschke Method for the Manufacture of Record Stampers (4,500;393) 
J. P. Wilbur, Jr. and M. Vanrenssen Shadow Mask Washer/Spring Welding Appa- 
ratus (4,500,767) 
T. Yamazaki, M. Faltas, and P. P. Webb Silicon Photodiode with N -Type Control 
Layer (4,499,483) 

March 

D. F. Battson Reducing Grain in Multi -Phase -Clocked CCD Imagers (4,507,684) 
S. L. Bendell Color TV Camera With Four -Port Prism (4,507,679) 
E. A. Brauer Stylus Cartridge Having Stylus Arm Restraint (4,504,941) 
L. A. Christopher and D. L. Sprague Digital Filter Overflow Sensor (4,507,725) 
A. G. Dingwall and V. Zazzu Flash A/D Converter Having Reduced Input Loading 
(4,507,649) 
R. A. Dischert and J. J. Williams, Jr. Digital Matrixing System (4,507,676) 
F. C. Easter and R. H. Aires Switching DC -to -DC Converters (4,504,896) 
A. M. Goodman Surface Preparation for Determining Diffusion Length by the Sur- 
face Photovoltage Method (4,507,334) 
R. N. Hurst, Jr. Independent Fleshtone Contours (4,506,293) 
K. C. Kelleher Linear Pulse Width to Current Converter for Brushless DC Motors 
(4,507,591) 
K. H. Knop Diffractive Color Separation Filter (4,506,949) 

RCA Review Vol. 46 June 1985 271 



H. G. Lewis, Jr. Color Television Receiver With a Digital Processing System that 
Develops Digital Driver Signals for a Picture Tube (4,503,454) 
H. G. Lewis, Jr. CCD Delay Line System for Translating an Analog Signal (4,506,288) 
H. G. Lewis, Jr. Television Receiver With Digital Signal Processing Having a Digital - 
to -Analog Converter Control Capability (4,506,291) 
P. T. Lin Mechanical Scriber for Semiconductor Devices (4,502,225) 
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